
國立成功大學 
資訊工程學系 
博士論文 

 
 
 

在可移動式無線通訊網路中，行動管理、繞

送與能源控制機制之研究 
 

Researches on Mobility Management, Routing and 
Power Control Mechanisms in Mobile Wireless 

Communication Networks 
 
 
 
 
 
 

研 究 生: 李冠榮 
指導教授: 郭耀煌 

洪盟峰 
 
 

中華民國九十五年六月



 



 II

 



 III

在可移動式無線通訊網路中，行動管理、繞送與能源

控制機制之研究 

李冠榮*            郭耀煌**            洪盟峰** 

國立成功大學資訊工程研究所 
 

中文摘要 

 
 基於可移動式無線通訊網路的特性，發展低成本、低功率及高品質的傳輸技術已成

為重要的議題。這本論文提出了一些新穎的方法論及演算法，能有效的降低能源耗損以

延長可移動式無線網路之生命週期。 

 首先，我們提出了一個分散式動態註冊區域管理機制，稱之為行動導向區域註冊 

(Mobility Oriented Regional Registration, MORR)。此機制可依據個別的移動者行為模式

以制訂其最佳之註冊區域。此外，我們發展了移動行為分析模組用以分析移動行為特

性。模擬結果顯示我們的機制比現有的動態區域管理機制能有效節省 3 到 15 個百分比

的訊號成本。 

 其次，我們制訂隨意網路 (Ad Hoc Network) 的能源耗損模組並發展能源控制機制

(Adaptive Power Control Mechanism, APCM)。此機制能依據個別無線節點推測出其最佳

的傳輸能源階層，以降低隨意網路的能源耗損。分析結果顯示，此方法能有效節省百分

之 32 的能源耗損，降低百分之 6 的封包遺失率，以及提升百分之 22 的能源使用率。 

 再者，我們研究探索環境式的感測網路 (Probing Environment Sensor Network) 機

制，並制訂數學模組以分析其特性。此外，我們發展了一個探索範圍調整機制 (Probing 
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Radius Adjusting Mechanism, PRAM)。此機制能降低探索環境式的感測網路之能源耗損

並符合被要求之感測率。 

 最後，我們亦針對感測網路提出了能源比例繞送演算法 (Energy-Proportional Routing 

Algorithm, EPR)。此演算法可適用於任何網路拓樸架構並能有效的提升感測網路生命週

期，在叢聚式網路架構尤為明顯。我們透過實驗分析及數學證明，此演算法能有效滿足

三項特性：降低能源耗損、提升網路節點存活率，以及提升資料傳輸量。 
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Researches on Mobility Management, Routing and Power Control 

Mechanisms in Mobile Wireless Communication Networks 

Kuan-Rong Lee*        Yau-Hwang Kuo**        Mong-Fong Horng** 

Department of Computer Science and Information Engineering 
National Cheng Kung University 

Abstract 

 
 On the basis of the inherently characteristics of mobile wireless networks, to develop the 

low-cost, low-power and high-quality communication technologies are important issues. This 

dissertation proposes some novel methodologies and algorithms in order to achieve objectives 

of reducing power consumption and life time extension in mobile wireless networks. 

 First, we propose a novel distributed dynamic regional location management scheme, 

called MORR (Mobility Oriented Regional Registration), to improve the signaling traffic cost 

of a mobile node. This improvement is achieved by adjusting each mobile node’s optimal 

regional domains according to its mobility behavior. We also develop new analytical models 

to formulate the movement behavior and mathematically evaluate their characteristics. 

Simulation results show that anywhere from 3 to 15 percent of the signaling cost can be saved 

by our scheme in comparison with the previous distributed dynamic location management 

schemes. 

 Second, we formulate the energy consumption in Ad hoc network and propose a novel 

power control mechanism, Adaptive Power Control Mechanism (APCM), to evaluate the 

optimal transmission power level in each wireless node in order to minimize the total energy 

consumption in Ad hoc network. The analyses show that up to 32 percent energy can be 



 VI

conserved, packet loss rate is reduced by 6 percent and the utilization of energy is enhanced to 

22 percent. 

 Third, we explore the operations of probing environment sensor networks and force to 

define some mathematical models to describe the operations. By these models, a probing 

radius adjusting mechanism “PRAM” has been provided to control the trade-off between 

energy efficiency, network scalability and sensing rate. PRAM can estimate the desirable 

probing range to minimize the energy consumption based on the premise that the required 

sensing rate and scalability of WSNs can be satisfied. Simulation results show PRAM can 

adjust exactly the value of probing range to satisfy the required sensing rate and extend 

substantially the life time of sensor networks. 

 Finally, this dissertation proposes an energy-proportional routing (EPR) algorithm, which 

effectively extends the lifetimes of sensor networks. The algorithm makes no specific 

assumption on network topology and hence is suitable for improving sensor networks with 

clustering. In addition to experiments, the mathematical proofs of lifetime extension by the 

proposed routing algorithm are given in accordance with three widely accepted criteria – total 

energy dissipation, the number of live nodes in each round and the throughput. 
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Chapter 1  

Introduction 

 

 

 

In recent years, we have seen a proliferation of wireless devices including cellular 

phones, pagers, laptops, and personal digital assistants PDAs. Advances in energy-efficient 

design and wireless technologies have enabled portable devices to support several important 

wireless applications, including real-time multimedia communication, medical applications, 

surveillance using micro-sensor networks [JL00, Bult96, AR99, MK97], and home 

networking applications. Furthermore, the demand for ubiquitous personal communications is 

driving the development of new networking techniques that accommodate mobile users who 

move throughout buildings, cities, or countries. The wireless communication networks are 

responsible for providing service to mobile users. 

Wireless transport of multimedia data presents several challenges due to the real-time 

requirements of the applications and the low bandwidth and error-prone nature of the wireless 

channel. These applications of wireless channels are becoming increasingly important. The 

introduction of the 3rd generation (3G) mobile systems based on the Global System for Mobile 

Communications (GSM) standard (being developed under a project called the 

“Third_Generation Partnership Project” or 3GPP) will offer each user rates between 144 and 

384 kbps [MW00], enough bandwidth to support real-time video in addition to audio and data 

services. It is predicted that after its inception, there will be over 50 million subscribers to 3G 

services. Video cellular phones will enhance personal communications, entertainment, and 
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web browsing. However, several technological barriers need to be overcome before wireless 

multimedia devices become commonplace. The hardware must support the high bit-rates, 

memory, and data transfers required for video processing in an energy-efficient manner so as 

not to drain the portable device’s battery. The compression algorithms need to minimize 

compression artifacts, such as blocking found in discrete cosine transform (DCT) based 

coders and jerkiness associated with low frame rates. Finally, the channel coding algorithms 

need to reduce the raw channel bit error rate to an acceptable level. 

While there is a need to produce high-quality video under the low bit-rate and high error 

constraints of the wireless channel, there is a tradeoff in how many bits are allocated to the 

video compression versus how many are allocated to the channel coding. The user wants to 

achieve the highest quality possible given a limited bandwidth and (possibly) high bit error 

rates. The challenge thus becomes how to make best use of the overhead bits so as to achieve 

the highest reconstructed video quality. 

Mobile multimedia terminals must be able to compress video for transmission over the 

low-bandwidth, error-prone wireless channel such that the decoder obtains high-quality 

reconstructed video. The standard video compression algorithms (e.g. H.263 [BM98], MPEG 

[DL91]) use predictive coding (where the difference between the current frame and a previous 

frame is encoded) and variable-length code-words to obtain a large amount of compression. 

This makes the compressed video bit-stream sensitive to channel errors, as predictive coding 

causes errors in the reconstructed video to propagate in time to future frames of video, and the 

variable-length code-words cause the decoder to easily lose synchronization with the encoder 

in the presence of bit errors. This results in an unacceptably low quality of the reconstructed 

video. To make the compressed bit-stream more robust to channel errors, the MPEG-4 video 

compression standard incorporates several error resilience tools to enable detection, 

containment, and concealment of errors. These tools include resynchronization markers, 
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header extension codes, data partitioning, and reversible variable-length coding [RT98, 

YM95]. These techniques are effective when the bit error rate is less than about 10-3. However, 

wireless channels can have much higher bit error rates.  In this case, a link-layer protocol that 

adds channel coding or forward error correction (FEC) can be used to bring the aggregate bit 

error rate down to less than 10-3. The research presented in this dissertation on wireless 

multimedia networks focuses on ways in which application-level information can be exploited 

to create a link-layer protocol that achieves better performance than a general-purpose 

protocol for this application. 

Application-specific information can be incorporated into the link-layer protocol for a 

wireless video system to improve reconstructed video quality for a given bandwidth. This 

dissertation describes our research in designing a link-layer protocol that exploits the inherent 

structure of an MPEG-4 compressed bit-stream. This protocol uses unequal error protection to 

adjust the amount of protection to the level of importance of the corresponding bits [WM99, 

CH99]. This ensures that there are fewer errors in the important portions of the bit-stream. 

While an unequal error protection scheme that uses the same number of overhead bits as an 

equal error protection scheme actually leaves more errors in the channel decoded bit-stream, 

these errors are in less important portions of the video bit-stream. Therefore, an unequal error 

protection scheme will provide better application-perceived quality than an equal error 

protection scheme. 

1.1 Mobility Management in Wireless Networks 

In recent years, computer users have demanded increasing mobility, with traditional 

desktop computing giving way to new and innovative mobile computing solutions. Notebook 

computers, personal digital assistants, and palmtop devices have facilitated the ability to be 

mobile within wireless network environment. Even through the portable computers are small 
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and mobile, their usefulness are somewhat limited if the network services that users have 

come to relay on are unavailable. Wireless networking adds the final piece to the puzzle. With 

wireless networking, mobile users are free to move about without restriction. Typically, 

wireless networks can be classified into two categories: cellular networks, and ad hoc 

networks. A cellular network has a set of fixed base stations connected to a common backbone. 

The end host is mobile and accesses the network by establishing a wireless connection to the 

base station. An ad hoc network is different from the cellular environment since it has no 

fixed infrastructure. In an ad hoc network, any host can act as a router to relay packets. 

Wireless networks pose new challenges in protocol design. For example, conventional 

bandwidth reservation and routing schemes such as RSVP and RIP can no longer be used in 

the wireless environment since some of the network elements are mobile. 

In a cellular network, a mobile user will travel from one access point to another. 

Therefore, the last top connection between a mobile terminal and its local base station is often 

rerouted. This rerouting process is called a handoff. When a mobile user travels to a new cell, 

it is important that the network can provide an uninterrupted handoff for the active connection. 

In the case for an ad hoc network, the connectivity between neighboring nodes is very 

dynamic. This is due to the fact that all nodes are non-stationary. It is crucial for the routing 

protocol to adapt quickly to such a fast changing environment in order to reduce the amount 

of disruptions suffered by the link disconnections. In such an environment, it is also desirable 

to educe transmission overhead and power consumption because the bandwidth for a wireless 

channel is limited. 

Typically, a mobile user’s traveling pattern is not totally random. By exploiting a mobile 

user’s non-random traveling pattern, it is possible to predict the future state of a network 

topology and thus provide a continuous access during period of topology changes. 

This dissertation covers the topic of using mobility prediction to minimize service 
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disruptions in cellular and ad hoc networks. Mobility prediction is used to lower the number 

of handoffs that are dropped in cellular networks. For ad hoc networks, routing protocols are 

enhanced by mobility prediction to perform path reconstruction prior the topology changes. 

Many recent papers deal with mobility prediction in cellular networks. The shadow 

cluster concept is introduced in [LAN 95]. It targets wireless ATM (Asynchronous Transfer 

Mode) networks [AC96]. It aims to enhance connection quality by reducing the number of 

dropped calls during handoffs. The shadow cluster concept builds on the “virtual connection 

tree” idea. The “shadow cluster”, or the leaves for a virtual connection tree, consists of base 

stations in cells within a neighborhood location of where a mobile terminal’s initiating 

connection setup is situated. The shadow cluster can be used to estimate future resource 

requirements and to perform call admission decisions in the cellular network. 

The tracking scheme proposed in [LH99] uses a Gauss-Markov model to predict a 

mobile’s future location for efficient paging. Based on the Gauss-Markov model, a mobile’s 

future location is predicted based on the information gathered from the last report of location 

and velocity. Simulations were performed to determine the cost reduction in mobility 

management when prediction is used. Another scheme that uses prediction to locate a mobile 

in a cellular network is presented in [AGG96]. Statistical search theory is used in this 

approach by maintaining a history of prior known mobility patterns of users. Based on this 

prior information, a vector of probability mass functions concerning the likely location of a 

target station is first computed. These probability mass functions are then used as input to a 

search strategy that specifies the manner in which a mobile terminal is to be paged. An 

extension of RSVP [ZED93] for cellular networks is proposed in [AA97]. The proposed 

scheme uses mobility prediction to reserve bandwidth and it is based on the same framework 

presented in [AGG96]. In this scheme, each datum of mobility history information consists of 

a tuple whose elements include the identity of the mobile station, the last location visited, and 
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a timestamp indicating the time at which the current cell was entered. Based on the historical 

data, a prediction can be made on the most likely location of the mobile station. This 

knowledge can then be used for intelligent pre-allocation of resources. In [CS98], a similar 

method to predict a mobile user’s movements in cellular networks is used to reserve 

bandwidth, but the amount of bandwidth to be reserved is dynamically adjusted according to 

the time-varying traffic pattern and the observed handoff dropping events. An adaptive 

algorithm for controlling the mobility estimation time window to prevent over-reserving 

bandwidth is also used. 

Although there has been no previous work done on mobility prediction in ad hoc 

networks, some routing protocols that use geographical information provided by Global 

Positioning Systems (GPS) have been proposed. They include Location-Aided Routing (LAR) 

[KV98] and Distance Routing Effect Algorithm for Mobility (DREAM) [BCS98]. For both 

protocols, all nodes exchange their location information with each other. In LAR, the 

geographical information is used to selectively flood route-request messages in the destination 

node’s direction. In DREAM, the location information of the destination node is used to 

decide the direction that data packets are flooded. 

Also, there are several multicast routing protocols proposed for Ad hoc network. They 

can be classified into two groups, namely three based and mesh based. Three based protocols 

include ODMRP [GPL98] and CAMP [GM99]. Tree based protocols use a shared tree for data 

delivery in the entire group, while mesh based protocols use a collection of nodes or a “mesh” 

to forward packets. Tree based protocols are more scalable in networks with a large number of 

senders, but they are more prone to disruptions caused by mobility. Mesh based protocols are 

more robust to node mobility because of redundant routes. However, mesh based protocols 

generate more network traffic since data packets are partially flooded. 
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1.2 Ad hoc Networks 

 An “Ad hoc” network in the context is defined to be a network without a 

predetermined physical distribution, or logical topology, of the nodes. Multi-hop, ad hoc 

networking has been the focus of many recent research and development efforts. Wireless 

networks and multi-hop routing have application in military, commercial, and educational 

environments including wireless office LAN connections, home networks of devices, and 

sensor networks. 

A number of routing protocols have been proposed to provide multi-hop communication 

in wireless ad hoc networks [CP99, JB99, EB94, VS99]. Traditionally these protocols are 

evaluated in terms of packet loss rates, routing message overhead, and route length [JD98, 

PT99, RE00]. Since ad hoc networks will often be deployed using battery-powered nodes, 

comparison and optimization of protocol energy consumption is also important (as suggested 

for future work by some researchers [PT99]). Since many ad hoc networks will often be 

deployed using battery-powered nodes, another important question is how limited energy 

resources affect system lifetime and overall performance in ad hoc networks. For scenarios 

such as sensor networks where power use maps directly to lifetime and utility, power is the 

important metric. To understand energy efficiency we examined existing ad hoc routing 

protocols using models of Lucent WaveLAN direct sequence spread spectrum radio with the 

IEEE 802.11 protocol with representative models of energy consumption [MH97] and radio 

propagation [JD98]. We first only consider energy cost due to packet transmission or 

reception. Such costs may also include energy dissipation in MAC-level retransmissions, 

RTS/CTS etc. We studied energy consumption of four ad hoc routing protocols (AODV, DSR, 

DSDV, and TORA) with a simple traffic model where a few nodes send data over a multi-hop 

path [YJ00]. With this energy model we found that on-demand protocols such as AODV and 
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DSR consume much less energy than a priori protocols such as DSDV. A priori protocols are 

constantly expending energy pre-computing routes, even though there is no traffic passing on 

these routes. In other words, on demand protocols, by their very nature, are efficient in the 

energy consumed by routing overhead packets. As a result, energy use is dominated by 

routing protocol overhead. In fact, the major source of extraneous energy consumption was 

from overhearing, as previously observed in PAMAS [SC98]. Radios have a relatively large 

broadcast range. All nodes in that range must receive each packet to determine if it is to be 

forwarded or received locally. Although most of these packets are immediately discarded, 

they consume energy with this simple energy model. This observation motivates approaches 

that avoid overhearing. The PAMAS protocol suggests a MAC-layer approach to minimize 

this cost [SM98]; TDMA protocols would also be applicable (for example [JJ00]). Actual 

Radios consume power not only when sending and receiving, but also when listening or idle 

(the radio electronics must be powered and decoding to detect the presence of an incoming 

packet). Research [MH97] and product specifications show that idle energy dissipation can 

not be ignored in comparing to sending and receiving energy dissipation. Stemm and Katz 

show idle:receive:send ratios are 1:1.05:1.4 by measurement, while Digitan 2 Mbps Wireless 

LAN module (IEEE 802.11/2Mbps) specification shows idle:receive:send ratios is 1:2:2.5. In 

either case, energy dissipation in idle state can not be ignored. With such energy model, all ad 

hoc routing protocols considered consume roughly the same amount of energy (within a few 

percent). In the scenario with modest traffic, idle time completely dominates system energy 

consumption. 

In general, ad hoc routing protocols can be categorized into three categories. On-demand 

based, distance-vector based, and location based. Each approach has its own strengths and 

weaknesses. We will describe each one of them in the following paragraphs. 

1. On-demand routing protocols: these protocols only maintain routes for source/destination 
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pairs that have data to send. They include Lightweight Mobile Routing (LMR) [CE95], 

Temporally-Ordered Routing Algorithm (TORA) [PC97], Dynamic Source Routing 

(DSR) [JM96], Associativity-Based Routing (ABR) [Toh97], and Ad Hoc On-Demand 

Distance Vector (AODV) [RP99]. In these schemes, the source node finds routes to the 

destination by flooding the entire network with “route-request” messages. Intermediate 

nodes upon receiving a non-duplicate route-request message forward it. Also intermediate 

nodes learn about the route back to the particular source via backward learning. The 

destination node, upon receiving the route-request message, sends a “route-reply” packet 

back to the resource. The major advantage of on-demand protocols is that no route is 

maintained by a source-destination pair that doesn’t have data to send. However, using 

flooding to construct routes can generate a large amount of overhead when the number of 

sources that have data to send is high. 

2. Distance-vector protocols: these protocols such as DSDV (Destination Sequence 

Distance Vector) [PB94], WRP (Wireless Routing Protocol) [MG96] and ZRP (Zone 

Routing Protocol) [Has97] generally require every node in the network to maintain 

routing table entire for al other hosts. In DSDV, a nodes’ routing table is broadcasted 

periodically to its neighbors. In WRP, only entire in the routing table that reflects a path 

change is broadcasted. ZRP uses a hybrid approach of maintaining routing table entire for 

all destinations within a certain zone, while paths outside the defined area are updated in 

an on demand basis. For distance-vector protocols, the routing table update interval is 

crucial to their performance. If the interval is too large, the protocol can not react quickly 

to topology changes. If the interval is too large, the protocol can not react quickly to 

topology changes. If the interval is too small, the network is congested with routing table 

updates. Distance-vector protocols are more efficient when the number of active 

source-destination pairs in the network is large since less routing overhead is wasted. 
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However, for network that have relatively light traffic, distance-vector protocols generate 

large amount of routing overhead which is not being used efficiently. 

1.3 Wireless Sensor Networks 

 Applications in wireless sensor networks (WSNs) typically require network components 

with average power consumption that is substantially lower than currently provided in 

implementations of existing wireless networks. Applications involving the monitoring and 

control of industrial equipment require exceptionally long battery life so that the existing 

maintenance schedules of the monitored equipment are not compromised. Other applications, 

such as environmental monitoring over large areas, may require a very large number of 

devices that make frequent battery replacement impractical. Also, certain applications can not 

employ a battery at all; network nodes in these applications must get their energy by mining 

or scavenging energy from the environment. An example of this type is the wireless 

automobile tire pressure sensor, for which it is desirable to obtain energy from the mechanical 

or thermal energy present in the tire instead of a battery that may need to be replaced before 

the tire does. 

 As shown in Fig. 1.1, different form the infrastructure wireless network frequently be 

using presently. In the wireless sensor networks, sensors can communicate with every sensor 

under their communicating range. The communication topology of wireless sensor network 

becomes more complicated than infrastructure wireless network. So, how to routing data in 

the network is one of thorny problem of sensor network issue. The other thorny problem is 

how to effective using energy. Because the battery of sensor is un-replaceable, the energy of 

every sensor is limited. To extend lifetime of single sensor or whole sensor network is a great 

challenge. 
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Figure 1.1. Difference between infrastructure wireless network and the sensor network. (a)The infrastructure 
wireless network; (b)The sensor network. 

 

 The wireless sensor network is a stretch of wireless ad hoc network (WANET) in the 

view of network form and data forwarding. But some characteristics are total different form 

MANET as following: 

1. Large scale: In the MANET, it will be assumed that the number of network member 

should be tens or not greater than one hundred. However, many wireless sensor network 

applications involve large geographic domain such as vast deserts, oceans. The number 

required to cover the field can easily surpass thousand or even millions. 

2. Less hardware capability: Sensor nodes usually have very limited computing, memory 

and energy resource. By this reason, they cannot perform complex operations. A large 

variety of them involves only simple processor, small memory and limited wireless 

communication capabilities. In contrast, nodes in MANETs are usually capable 

computers which have ample computing and memory resources and sustained power 

supplies. 

3. Data centric: Unlike traditional networks, sensor nodes in wireless sensor networks may 
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not need a global identity (e.g., network address). Applications focus on the data 

generated by sensors. Data is named by attributes and applications request data matching 

certain attribute values. So, the communication primitive in this system is a request: 

Where are nodes whose temperatures recently exceeded 30 degrees? This approach 

decouples data from the sensor that produced it. This allows for more robust application 

design: even if sensor #27 dies, the data it generates can be cached in other (possibly 

neighboring) sensors for later retrieval. 

4. Application specific: Traditional networks are designed to accommodate a wide variety 

of applications. We believe it is reasonable to assume that sensor networks can be 

tailored to the sensing task at hand. In particular, this means that intermediate nodes can 

perform application-specific data aggregation and caching, or informed forwarding of 

requests for data. This is in contrast to routers that facilitate node-to-node packet 

switching in traditional networks. 

 The above described features ensure a wide range of applications for sensor networks. 

Some of the applications areas are health, military and home… etc. For example: 

1. Environments sampling: If the scientists want to get the information about a harsh 

environment such as the spheres beside earth or the volcanoes, them don’t need to deep 

going to environment and risk their life to collect the data. They can drop a huge number 

of sensor nodes into the region they want to monitor. Then the sensor nodes will 

periodically sense information, generate data and forward data to a base station, which is 

located on a save place. The scientists will get all information them want thought the 

base station. 

2. Disaster prevention: Put the sensor on everyone’s body. Maybe the sensor is embedded 

in the watch or the waistband. It will do sensing some information, like body temperature, 

pulsation and respiratory rate. If any data it monitoring is unusual, it will send a warning 
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message to a health monitoring center, and indicate the location of this node. The health 

monitoring center will try to contact the owner of this sensor. If he has not responded, it 

will call the hospital, and dispatch the ambulance to rescue him. 

3. Object detection: In the battlefield, a large number of sensor nodes are dropped on the 

enemy’s territory form an airplane. Every sensor monitoring the activities around it. If 

the user wants to detect the tank, he sends a request to the sensor network. The sensor 

nodes, which had detected the tank, will response the related information. As shown in 

Fig. 1.2. 

Where is the 
tank?

tank is in (x,y) 
at time t

(a)

(b)

 

Figure 1.2 Military application of the sensor network. (a)Query the location of tank; (b) Sensors response data. 

 Communications in a wireless sensor network occur in different ways depending on the 

underlying application or mission of the network. In general, there are three types of 

communications: clock-driven, event-driven and query-driven. 

1. Clock-driven: Clock-driven communication takes place where sensors gather and send 

data at constant periodic intervals. Such periodic transmission can be destined for a 

certain receiver or collector. Combining data from all sensors generates “snapshots” of 

the field that is being sensed. Over time these snapshots produce temporal and spatial 
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information about the field, e.g., acoustic, seismic, meteorological. 

2. Event-driven: Event-driven communication is triggered by the certain event. The sensor 

after deployed is sensing some kind of data around it. If one of the data it monitoring 

occurred deviance, it sends the event message to the monitoring center. 

3. Query-driven: Query-driven communication is triggered by the certain query. If the user 

of sensor network wants to acquire a specific data, e.g., where are the regions whose 

temperatures recently exceeded 40 degrees? The sensors whose temperatures recently 

exceeded 40 degrees will response their location to the user. 

 In order to meet the described requirement of the applications, a successful design of 

wireless sensor networks must have several unique features. 

1. Low Power Consumption: Applications in wireless sensor networks typically require 

network components with average power consumption that is substantially lower than 

currently provided in implementations of existing wireless networks. Applications 

involving the monitoring and control of industrial equipment require exceptionally long 

battery life so that the existing maintenance schedules of the monitored equipment are 

not compromised. Other applications, such as environmental monitoring over large areas, 

may require a very large number of devices that make frequent battery replacement 

impractical. Also, certain applications can not employ a battery at all; network nodes in 

these applications must get their energy by mining or scavenging energy from the 

environment. An example of this type is the wireless automobile tire pressure sensor, for 

which it is desirable to obtain energy from the mechanical or thermal energy present in 

the tire instead of a battery that may need to be replaced before the tire does. In 

additional to average power consumption, primary power sources with limited average 

power sourcing capability often have limited peak power sourcing capabilities as well; 

this factor should also be considered in the system design. 
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2. Low Cost: Cost plays a fundamental role in applications adding wireless connectivity to 

inexpensive or disposable products, and for applications with a large number of nodes in 

the network. These potential applications require wireless links of low complexity that 

are low in cost relative to the total product cost. To meet the objective, the 

communication protocol and network design must avoid the need for high-cost 

components and minimize silicon area by minimizing protocol complexity and memory 

requirements. In additional, however, it should be recognized that one of the largest costs 

of many networks is administration and maintenance. To facilitate the volume production 

expected of such systems and devices, thereby minimizing the cost of the wireless 

network components, the development of a standardized communication protocol is 

necessary. Recently, the IEEE 802 Local Area Network/Metropolitan Area Network 

Standards Committee (LMSC) created Working Group 15 to develop a set of standards 

for WPANs. To address the need for low-power, low-cost wireless network, the IEEE 

network standards Committee officially sanctioned a network task group in Working 

Group 15 to being the development of a standard for Low-Rate WPANs (LR-WPANs), to 

be called 802.15.4. The goal of Task Group 4, as defined in its Project Authorization 

Request, was to provide a standard having ultra-low complexity, cost, and power for 

low-data-rate wireless connectivity among inexpensive, fixed, portable, and moving 

devices. Location awareness was considered a unique capability of the standard. 

3. Worldwide Availability: Many of the proposed applications of wireless sensor network, 

such as wireless luggage tags and shipping container location systems, implicitly require 

that the network be capable of operation worldwide. Further, to maximize production, 

marketing, sales, and distribution efficiency of products that may have wireless sensor 

network devices embedded in them, and avoid the establishment of regional variants that 

must be individually monitored through (perhaps separate) distribution chains, it is 
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desirable to product devices capable of worldwide operation. Although, in theory, this 

capability may be obtained by employing Global Positioning System (GPS) or Global 

Navigation Satellite System (GLONASS) receivers in each network node and adjusting 

node behavior according to its location, the cost of adding a second receiver, plus the 

additional performance flexibility required to meet the varying worldwide requirements, 

makes this approach economically unviable. It is, therefore, desirable to employ a single 

band worldwide (one that has minimal variation in government regulatory requirements 

from country to country) to maximize the total available market for wireless sensor 

networks. 

4. Network Type: A conventional star network employing a single master and one or more 

slave devices may satisfy many applications. Because the transmit power of the network 

devices is limited by battery life concerns, however, this network design limits the 

physical area a network may serve to the range of a single device (the master). When 

additional range is need, network types that support multi-hop routing (e.g. mesh or 

cluster types) must be employed; the additional memory and computational cost for 

routing tables or algorithms, in addition to network maintenance overhead, must be 

supported without excessive cost or power consumption. It should be recognized that for 

many applications, wireless sensor networks are of relatively large order; device density 

may also be high. 

5. Security: The security of wireless sensor networks has two facets of equal importance: 

how secure the network actually is and how secure the network is perceived to be by 

users and potential users. The perception of security is important because users have a 

natural concern when their data is transmitted over the air for anyone to receive. The 

wireless application must work to regain that confidence to attain the lower costs. In 

many applications, encryption is not an important security goal of wireless networks. 
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Often, the most important security goals are to ensure that any message received has not 

been modified in any way. Wireless sensor networks have additional requirements, 

including the need for scalability to very large networks, fault tolerance, and the need to 

operate in a wide variety of possibly hostile environments. 

6. Data Throughput: As already mentioned, wireless sensor networks have limited data 

throughput requirements when compared with Bluetooth (IEEE 802.15.1) and other 

WPANs and WLANs. For design purposes, the maximum desired data rate, when 

averaged over a one-hour period, may be set to be 512 bps. This low required amount of 

data throughput implies that with any practical amount of protocol overhead, the 

communications efficiency of the network will be very low. No matter what design is 

chosen, the efficiency will be very low, and the situation, therefore, may be viewed in a 

positive light: the protocol designer has the ability to design free of the consideration of 

communications efficiency, often a critical parameter in protocol design. 

7. Message Latency: Wireless sensor networks have very liberal Quality of Service (QoS) 

requirements, because, in general, they do not support isochronous or synchronous 

communication, and have data throughput limitations that prohibit the transmission of 

real-time video and, in many applications, voice. The message latency requirement for 

wireless sensor networks is, therefore, very relaxed in comparison to that of other 

WPANs; in many applications, a latency of seconds or minutes is quite acceptable. 

8. Mobility: Wireless sensor network applications, in general, do not require mobility. 

Because the network is therefore released from the burden of identifying open 

communication routes, wireless sensor networks suffer less control traffic overhead and 

may employ simpler routing methods than mobile ad hoc networks. 
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1.4 Background and Motivations 

As compared with the local, fixed network, where all end-users and routers are static, a 

wireless communications system is extremely complex. 

First, the wireless network requires an air interface between base stations and subscribes 

to provide communications under a wide range of propagation conditions and any possible 

user location. The wireless channels are inherently error-prone and their time-varying 

characteristics make it hard to consistently obtain good performance. Communication 

protocols must be designed to adapt to current conditions instead of being designed for 

worst-case conditions. 

Second, the network topology may be non-administrated and variable. Such as mobile ad 

hoc networks (MANETs) and wireless sensor networks (WSNs), the networks should be 

capable of self-configuration and self-maintenance. “Self-configuration” is defined to be the 

ability of network nodes to detect the presence of other nodes and to organize into a structured, 

functioning network without human intervention. “Self-maintenance” is defined to be the 

ability of the network to detect, and recover from, faults appearing in either network nodes or 

communication links, again without human intervention. 

Third, the power sourcing capabilities of these devices in wireless communication 

system often are more limited than in a tethered network environment. These restrictions 

require innovative communication techniques to increase the amount of bandwidth per user 

and innovative design techniques and protocols to use available energy efficiently. 

Fourth, by the reason of computer users have demanded increasing mobility in wireless 

networks, many wireless mobile computing [DS91‚ RA93‚ JG93‚ BA93‚ GE94‚ CE02‚ 

GM94] have been extensively studied in recent years in both the computer and 

communication communities. However, most of the recent studies focus on the network layer 



 19

communication protocols and few of them on the mobility aspects caused by mobile user 

behavior. To make intelligent mobile-aware applications, it is important that a mobile terminal 

be more intelligent and can anticipate the change of the location of its user. On the other hand, 

service and resource mobility [GG95‚ AA94] introduce new requirements for mobility 

management. Mobility is an aspect of user behavior which impacts on wireless networks as 

well as on wired ones. The concepts of mobility management have been used in the cellular 

mobile networks for many years, but, it was primarily designed to support mobile voice 

communication. Traditionally, mobility management includes functions to passively keep 

track of the location of the users/terminals and to maintain connections to the terminals 

belonging to the system [SJ94‚ RS94]. How to adopt mobility management for efficiently 

supporting mobile computing is still an open question. Therefore, in order to meet the 

described requirement of the applications, there are some important challenges in the design 

of wireless and mobile systems. 

This dissertation focuses on these issues that: 

1. To reduce the signal traffic cost in wireless mobile systems. Because computer users (or 

hosts) have demanded increasing mobility in wireless networks, it results in the more 

signal traffic cost will be expended in registration and handoff. How to reduce this signal 

cost is the important issue in wireless mobile system. 

2. To minimize the energy consumption in Ad hoc system. The popular medium access 

control technique in Ad hoc system is Carrier Sense Multiple Access (CSMA) protocols. 

These protocols suffer from both the hidden and exposed terminal problems to reduce 

channel capacity and increase more power consumption in retransmission. Therefore, it 

is important issue to control the transmission power level in each wireless node in order 

to achieve objectives of reducing power consumption and life time extension in an ad 

hoc network. 
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3. To extend the lifetime of the whole wireless sensor network. Some power control 

techniques and routing protocols were proposed to reduce the energy consumption in 

wireless sensor network. It is important subject to improve these techniques and 

protocols in order to minimize the energy consumption and extend the lifetime of 

wireless sensor network. 

1.5 Contributions of Dissertation 

The main contributions in this dissertation are: 

1. A novel distributed dynamic regional location management scheme called MORR 

(Mobility Oriented Regional Registration) is proposed for Mobile IP to improve the 

signaling traffic cost of a mobile node. This improvement is achieved by adjusting each 

mobile node’s optimal regional domains according to its mobility behavior. With Mobile 

IP, the capricious mobility and variable traffic load of a mobile node has an impact on its 

average signaling traffic cost. In this paper, the mobility of all mobile nodes is classified 

into two modes: random mobility mode and regular mobility mode. We develop new 

analytical models to formulate the movement behavior and mathematically evaluate their 

characteristics when applied to these two modes. MORR has the adaptability to 

manipulate various mobility modes of each mobile node in dedicated ways to determine 

an optimal regional domain of this mobile node. Simulation results show that anywhere 

from 3 to 15 percent of the signaling cost is saved by MORR in comparison with the 

previous distributed dynamic location management schemes for various scenarios. 

2. This dissertation investigates the energy consumption of ad hoc networks and presents the 

optimal transmission power level in each wireless node in order to achieve objectives of 

quality of service (QoS) and life time extension in an ad hoc network. In general, the 

energy consumption in an ad hoc network is affected by three factors: the physical 
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property of wireless nodes, the topology of network and the interference degree in each 

message transmission. This thesis formulates the energy consumption in terms of these 

factors and performs experiments in various scenarios for proving effectiveness of these 

formulations. According to these formulae, we propose a novel power control mechanism, 

Adaptive Power Control Mechanism (APCM), to evaluate the optimal transmission power 

level in each wireless node in order to minimize the total energy consumption that satisfy 

the quality of service requirement in ad hoc networks. The analyses show that up to 32 

percent energy can be conserved, packet loss rate is reduced by 6 percent and the 

utilization of energy is enhanced to 22 percent. 

3. We explore the operations of probing environment sensor networks and force to define 

some mathematical models to describe the operations. By these models, a probing radius 

adjusting mechanism “PRAM” has been provided to control the trade-off between energy 

efficiency, network scalability and sensing rate. PRAM can estimate the desirable probing 

range to minimize the energy consumption based on the premise that the required sensing 

rate and scalability of WSNs can be satisfied. Simulation results show PRAM can adjust 

exactly the value of probing range to satisfy the required sensing rate and extend 

substantially the life time of sensor networks. 

4. This dissertation proposes an energy-proportional routing (EPR) algorithm, which 

effectively extends the lifetimes of sensor networks. The algorithm makes no specific 

assumption on network topology and hence is suitable for improving sensor networks with 

clustering. To optimally utilize energy, light-load units -- nodes or clusters that conserve 

energy are ideal candidates as intermediate units for forwarding data from others. To 

balance the load, first, the proposed algorithm predicts energy consumption of each node 

in each round. Then the algorithm controls the energy consumption of each unit as close 

as possible to the threshold representing the energy utilization mean value among clusters. 
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Finally the algorithm checks satisfaction of the energy constraints in terms of distances 

and predicted data amounts. The proposed algorithm performs routing by determining 

whether a cluster head or a node should either undertake forwarding tasks or transmit data 

to intermediate hops. In this way, energy dissipation is evenly distributed to all units and 

the lifetime of the whole wireless sensor network is ultimately extended. The algorithm 

applies hierarchically to different levels of network topology. In addition to experiments, 

the mathematical proofs of lifetime extension by the proposed routing algorithm are given 

in accordance with three widely accepted criteria – total energy dissipation, the number of 

live nodes in each round and the throughput (data amount per round). 

 

1.6 Organization of Dissertation 

 The content of this dissertation is partitioned into six chapters and is organized as 

follows. In Chapter 1, the overview of mobile wireless networks is introduced. Then, we 

describe the characteristics of mobile wireless networks including mobile management, ad 

hoc network and sensor network. Furthermore, the background, motivations and contributions 

of this dissertation are also mentioned. In Chapter 2, a novel distributed dynamic regional 

location management scheme is proposed. Furthermore, the modeling of mobile node 

mobility and the signaling cost analysis are presented. Chapter 3 investigates the energy 

consumption of ad hoc networks and propose a novel power control mechanism to evaluate 

the optimal transmission power level in each wireless node in order to minimize the total 

energy consumption that satisfy the quality of service requirement in ad hoc networks. In 

Chapter 4, we explore the operations of probing environment sensor networks and force to 

define some mathematical models to describe the operations. Furthermore, we also provide a 

probing radius adjusting mechanism to control the trade-off between energy efficiency, 
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network scalability and sensing rate. Chapter 5 proposes an energy-proportional routing (EPR) 

algorithm, which effectively extends the lifetimes of sensor networks. Finally, we give some 

conclusions in Chapter 6. 
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Chapter 2  

Mobility Oriented Regional Registration (MORR) 

 

 

 

 Mobile IP [CE02] applies a connection reestablishment algorithm to solve the 

connection problem caused by host mobility on the Internet. This protocol is a simple and 

scalable global mobility solution, but it has a considerable setup cost for mobile 

communication. Several regional registration algorithms [EA02, RT01, AA98, SA00], 

therefore, have been proposed to avoid a large hand-off overhead by reducing the frequency 

of home registration and the cost of regional registration. Unfortunately, these algorithms still 

have some drawbacks in common. Firstly, the regional domains are decided in advance by 

administrators and fixed throughout the connection, so the domains cannot fully match the 

mobility ranges of all mobile nodes. Thus, when a mobile node hovers around the boundary 

between regional domains, the task of home registration is frequently invoked. Secondly, 

because the packets delivered to mobile nodes are routed by the foreign agent hierarchies in 

the visited domains, the hold cost on this hop-by-hop basis increases rapidly, and the 

hierarchy is sensitive to foreign agent failure. Moreover, controversial issues arise on how 

the foreign agent is supposed to be aware of which Gateway Foreign Agent (GFA) is to deal 

with its registrations [Niko03]. Thirdly, while a fixed GFA is required to function as an 

endpoint for all tunnels established with the home agents of mobile nodes roaming in a 

regional domain, a traffic bottleneck will inevitably occur on the GFA. 

 Some distributed dynamic regional location management schemes [XI02, WY03] have 
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been proposed to improve the system performance by overcoming these drawbacks. In these 

schemes, each foreign agent can function either as a foreign agent or a GFA depending on 

each mobile node. Thus, the traffic load in a regional network is evenly distributed to each 

foreign agent. Furthermore, in these dynamic systems, the regional domain boundary is 

flexible, i.e. it is able to adjust the number of foreign agents under a GFA for each mobile 

node. Therefore, a mobile node is able to decide when to perform a home location update 

according to its varying location and packet arrival pattern. 

 In this chapter, we propose a novel distributed dynamic location management scheme, 

called MORR. This scheme compels each mobile node to execute its location registration 

with its own “Optimal Regional Domain” (ORD) at all times. The ORD of a mobile node is 

dynamically adjusted according to its current mobility, and each ORD is organized by its 

“optimal domain” and “optimal GFA”. For a mobile node, the optimal domain of a GFA is 

formed by the foreign agents under this GFA in which this mobile node will have the 

minimum total signaling cost. The optimal GFA is one in which the mobile node moving 

within the optimal domain of this GFA has minimum signaling cost. Therefore, when a 

mobile node executes its regional registration in its ORD, the total signaling cost can be 

minimized. 

 Due to the great variation in the mobility behavior of each mobile node, it is difficult to 

formulate a strategy for all mobile nodes’ mobility. In modeling practical movements of 

mobile nodes, Liu et al. [GY95] proposed using two modes: Random Mobility (RM) mode 

and reGular Mobility (GM) mode. The RM mode is based on the assumption that a mobile 

node randomly decides its irregular moving course, whereas the GM mode is based on the 

assumption that the movements of each mobile node are in accordance with its historical 

movement patterns. Both Liu et. al [GL95] and Chan et. al. [JA99] predicted the future 

locations of mobile nodes based on their historical patterns. In this paper, we formulate the 
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mobile node mobility and mathematically evaluate its characteristics for these two modes. 

According to these analytical models, MORR determines the ORD of this mobile node. 

 

2.1. Modeling of Mobile Node Mobility and Signaling Cost Analysis 

 The mobility of a mobile node is measured by tracing both its movement and its speed. 

Tracing of movement is accomplished by identifying the change in mobile agents at which the 

mobile node arrives, and the speed of movement is defined by the duration of stay of the 

mobile node at these mobile agents. Data concerning the mobile agents visited and the 

duration of stay of the mobile node are recorded by this mobile node while it is active. 

2.1.1 Network Model 

The triangular graph model shown in Fig. 2.1 has been adopted here as the topological 

model for a mobile communication network in this paper; each hexagon and the dot in the 

center of each hexagon indicate the foreign agent domain and foreign agents respectively. 

Each foreign agent is placed in the vertices of the triangular grids and is assigned a 

two-dimensional coordinate according to the relative location of these foreign agents. The 

coordinates of a foreign agent must be filled in its advertisement extensions. While a mobile 

node is within a foreign agent domain, it will receive the foreign agent’s advertised 

coordinates. 
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Figure 2.1. Network model and the relative coordinates of foreign agents. 

Distance D(u,v) is defined by the number of links along the shortest path connecting 

foreign agents u and v. For instance, consider two foreign agents u and v with coordinates 

),( uu yx  and ),( vv yx , respectively, where their distance D(u,v) is given by: 
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2.1.2 Mobility Data Structures of a Mobile Node 

There are 4 data structures stored at a mobile node as shown in Fig.2.2 in order to 

maintain its mobility characteristic values and to record movement patterns. These data 

structures include: Mobility Behavior Table (MBT), Movement Tracing Queue (MTQ), Trace 

Pattern Base (TPB) and Direction Tendency Pattern Base (DPB). MBT records the mobility 

characteristic values of a mobile node in each foreign domain at which it arrives; MTQ 

records this mobile node movement. TPB and DPB extract movement patterns from MBT and 

MTQ. These data structures are discussed below. 
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Figure 2.2. A Example of mobile node mobility data structures: (a) mobile node moving track; (b) MBT; (c) 

MTQ; (d) DPB; (e) TPB. 

 

MBT includes six fields; IP address, relative coordinate, residence time, 

residence/transient mode, direction times and direction ratios of all foreign agents visited by 

the mobile node. The contents of local IP address and relative coordinate field are obtained 

from the advertisement extension of the visited foreign agent. If the relative coordinate of the 

foreign agent is the same as the home agent of a mobile node, this mobile node must perform 

home registration directly. The residence time of a foreign agent means the average time the 

mobile node stays in this foreign domain. When a mobile node leaves the visited foreign 

domain and registers with another foreign agent, the residence time of this foreign agent must 

be modified as follows 

Re Re (1 )sidenceTime sidenceTime StayingTimeα α= × + − ×  (2-2) 

where Staying Time is the period a mobile node stays in this foreign agent domain, and which 

it is measured by a timer or the number of advertisement extensions received from this 
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foreign agent; and α is the weighting value ranging in [0,1]. 

The residence/transient mode indicates whether this foreign agent is in residence mode 

or transient mode for this mobile node. The foreign agent is in residence mode when its 

residence time is more than a given threshold; otherwise, it is in transient mode. Those foreign 

agents in residence mode represent the starting and destination points of the mobile node trace 

paths. 

The direction times of a foreign agent include six variables ( 654321 ,,,,, dddddd ) to represent 

the time that the mobile node takes to move from a foreign agent to its six neighboring agents 

respectively. A mobile node is aware of which neighbor agent it moves to by the coordinate of 

the new foreign agent visited and that of the preceding foreign agent. The direction ratios of a 

foreign agent are represented by the ratios ( 654321 ,,,,, rrrrrr ) of these direction times. For a 

mobile node, these ratios represent the tendencies of this mobile node towards different 

movement directions in this foreign agent. They are calculated as follows. 
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where jd  is the direction time of this foreign agent. 

 
Procedure direction-tendency-pattern (MBT, DPB); 
 begin 
  var p1=p2=NULL: point; 
  var pattern = NULL: foreign agent list; 
  p1 = the first foreign agent in MBT; 
  while p1 != END OF MBT 
   p2 = p1; 
   while (p2 is a directing foreign agent 

and p2 is not recorded in any pattern of DTPB 
and p2 is not recorded in pattern) 

    add p2 to pattern; 
    p2 = the arriving foreign agent of p2; 
   endwhile 
   if the length of pattern > threshold value θ  then 
    add pattern to DTPB; 
   endif 
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   p1 = the next foreign agent of p1 in MBT; 
  endwhile 
 end 

Figure 2.3. Algorithm for discovering direction tendency patterns. 

 

MTQ is a FIFO queue kept by a mobile node to record those foreign agents visited by 

this mobile node in sequence according to this mobile node’s movement track. When a mobile 

node visits a new foreign domain, the coordinate and residence/transient mode of this foreign 

agent will be added to the tail of this queue. A trace pattern is defined as a list of foreign 

agents that represent the moving path (or cycle) of a mobile node from one residence foreign 

agent to another residence foreign agent (or back to the original foreign agent). When a new 

residence foreign agent is added to the MTQ, the list of foreign agents in the MTQ from the 

preceding residence foreign agent to the new foreign agent is defined as a trace pattern, and is 

recorded in the TPB. For a mobile node, the direction ratios of a foreign agent in its MBT 

represent the tendency of this mobile node towards different directions in this foreign agent. If 

the greatest movement direction ratio of a foreign agent is more than a threshold ξ, this 

foreign agent is called the directing foreign agent of this mobile node, and the neighboring 

foreign agent in this direction of movement which has the maximum direction ratio is called 

the arriving foreign agent for this foreign agent. The Directing Tendency Pattern (DTP) for a 

mobile node is defined as a list (or a cycle) of foreign agents in which each foreign agent in 

this pattern is a directing foreign agent of this mobile node and the arrival foreign agent of its 

prior foreign agent. When a new foreign agent is added to the MBT of a mobile node, this 

mobile node tries to discover the DTP from this MBT by the algorithm shown in Fig. 2.3. If a 

new DTP is found, it will be recorded in the DPB. 



 31

2.1.3 Analysis of Signaling Cost in a Regional Registration 

We estimate the total signaling cost of regional registration according to the cost function 

derived by Jiang [XI02]. In the cost function, the total signaling cost TOTC  consists of two 

metrics: the location update cost LUC  and packet delivery cost PDC . That is 

PDLUTOT CCC +=  (2-4) 

For the distributed dynamic scheme, the upper bound of the total location update costs 

per unit time is calculated as follows. 

f

UhUrUr
LU TME

CCMEC
C

×
+×−+

≤
][

)1][(
~

 (2-5) 

where the variables are defined as follows: 

(1) ][ME : the expectation of performing a home registration at movement M. 

(2) fT : the average time a mobile node stays in each subnet. 

(3) UhC : the home registration cost. 

(4) UrC : the regional registration cost. 

(5)
~

UrC : the regional registration cost when the mobile node resides in the subnet of 

GFA. 

These costs are given by  

UgfhghgfUh llaaaC δρ )(222 +++++=  (2-6) 

UgfgfUr laaC δρ )(22 +++=  (2-7) 

UgUr aC ρδ2
~

+=  (2-8) 

where ha , ga  and fa  are the processing costs of location update at the home agent, GFA 
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and foreign agent, respectively; hgl  and gfl are the distances between the home agent and 

GFA, and between the GFA and foreign agent, respectively. The transmission cost is 

proportional to the distance and the proportionality constant is Uδ . The transmission cost 

over the wireless link is assumed to be ρ times the wired line transmission cost. 

DgfhgaaPD llkwwC δβαλξηλ )())log(( ++++=  (2-9) 

The packet delivery cost is derived from Eq. 2-9. It includes three metrics: the processing 

cost at the home agent, the processing cost at the GFA and the transmission cost to route 

packets from the home agent via the GFA to the visited foreign agent: 

1) The processing cost at the home agent is aηλ , where η is a packet delivery 

constant cost and aλ  is the packet arrival rate for each mobile node. 

2) In a distributed system, the processing cost function at the GFA is defined as 

))log(( kww a βαλξ + , where w  is the average number of mobile nodes in a 

subnet. Because a mobile node selects one of all foreign agents as its GFA, the 

average number of mobile nodes under a GFA is w . k is the number of foreign 

agents under a GFA domain, and it is also the length of the routing table in GFA. 

The complexity of IP address lookup is proportional to log(k) [HT99]. The 

values α  and β  are weighting factors for visitor lists and routing table 

lookups; ξ is a constant which captures the bandwidth allocation cost at the 

GFA. 

3) The transmission cost, defined as Dgfhg ll δ)( + , is proportional to the distances 

hgl and gfl , and the proportional constant is Dδ . 
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Figure 2.4. Flowchart of MORR. 

 
 

2.2. The Proposed Scheme for Mobility Oriented Regional Registration 

(MORR) 

 In the proposed MORR, the regional domain of a GFA is composed of those foreign 

agents whose distances to the GFA are not more than the threshold r , denoted as the radius of 

this regional domain. When a mobile node leaves its visited regional domain, i.e. the distance 

between its GFA and the visited foreign agent is more than r, this mobile node should execute 

home registration. 

 The flowchart for MORR is shown in Fig. 2.4. When a mobile node leaves its regional 

domain and arrives at a new foreign agent domain, it examines the trace patterns in its TPB 

and the direction tendency patterns in its DPB to check whether or not the new foreign agent 

has been maintained in these patterns. If a pattern is found, this mobile node is regarded as 

being in GM mode and the mobile node moving track is predicted to match this pattern. 
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Otherwise, this mobile node is regarded as being in RM mode. Two algorithms are proposed 

for mobile nodes to calculate the optimal regional domain in these two modes. The details of 

these algorithms are described below. 

2.2.1 Optimal Regional Domain in Random Mobility Mode 

In this mode, there are two main steps to acquire the optimal regional domain of a 

mobile node: 1) to calculate the optimal domain of a GFA, and 2) to calculate the optimal 

GFA for this mobile node. Before describing this algorithm, we formulate the mobile node 

moving behavior in this mode. First, we define two parameters as follows. 

(1) Equidistant set )(xES : the set of foreign agents whose distances to the foreign agent S are 

x, i.e., )(xEm S∈∀ , xmSD =),( . 

(2) Moving probability )(, SP k
ji : the probability that a mobile node moves directly from a 

foreign agent domain belonging to )(iES to any of the foreign agent 

domains belonging to )( jES  in k  movements. 

In our network model, a mobile node leaves its visited domain in one movement and 

moves to any of the six neighboring domains with equal probability of 6
1

. Therefore, the 

moving probability )(1
, SP ji  is obtained as: 
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An nn×  mobility matrix )(SAn  is defined to denote the moving probabilities, where 

each element 1,1)]([ ++ jin SA  is equal to the moving probability )(1
, SP ji and n denotes the 

coverage radius of the mobile network. Because the movement of mobile nodes in this 

network model follows a Markov process [GY95], the moving probability is as follows. 

, 1, 1( ) [ ( ) ]  2k k
i j n i jP S A S for k+ += ≥  (2-11) 

The stability probability ),( xSRk
d  is defined as the probability that a mobile node 

visiting the foreign agent ∈ )(xES  remains within a regional domain with a radius d ( xd > ) 

and the foreign agent S after the next k movements. This stability probability is calculated as 

follows. 
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Let ),( xSD
k
d  denote the average distance between a mobile node visiting the foreign 

agent ∈ )(xES  and the GFA S in the regional domain with radius d, during the period of k 

movement. Then, the average distance is calculated as follows. 
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In the following, we derive the relationship between the radius and total cost. Based on 

that, the radius with minimal cost is regarded as the ORD boundary of a GFA. Consider that a 

foreign agent is selected as a GFA of a mobile node, d is the distance between the foreign 

agent visited and this GFA, and r is the radius of this regional domain ( rd ≤ ). The 

expectation of the moment M at which the mobile node moves out of this regional network is 
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calculated by Eq. 2-14. The value of the expectation is determined by the radius r and the 

distance d. 
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 (2-14) 

The average distance between the visited foreign agent and the GFA is given by Eq. 2-15. 

The home registration cost and the regional registration cost for each location update are 

shown by Eqs. 2-16 and 2-17. 

[ ]( , )
( , ) ( )

E M d r
rgfl d r D d=  (2-15) 

( , ) 2 2( ( , ) )Ur f g gf UC d r a a l d r ρ δ= + + +  (2-16) 

( , ) 2 2 2( ( , ) )Uh f g h hg gf UC d r a a a l l d r ρ δ= + + + + +  (2-17) 

The upper boundary of the total location update costs per unit time in this operation is 

calculated by 

[ ]( , ) ( , ) ( , )( , , )
[ ]( , )

Ur Uh
LU f

f

E M d r C d r C d rC d r T
E M d r T
× +

≤
×  (2-18) 

In our network model, the number of foreign agents in a regional domain whose radius 

is r is )1(31 +×+ rr . Therefore, the packet delivery cost per unit time is represented by Eq. 

2-19. It is determined by the radius r, the distance d and the packet arrival rate aλ . 

( , , ) ( log(1 3 ( 1))) ( ( , ))PD a a a a hg gf DC d r w w r r l l d rλ ηλ ξ λ α β λ δ= + + + × + + +  (2-19) 

Based on this analysis, the overall signaling cost function is formulated as in Eq. 2-20. 

Because the foreign agent visited by a mobile node at this moment is fixed, the distance d is 

determined by the location of the GFA as in Eq. 2-1. This function is determined by the 

location of the GFA, the radius r , the packet arrival rate aλ , and the residence time fT . 

( , , , ) ( , , ) ( , , )TOT a f LU f PD aC GFA r T C d r T C d rλ λ= +  (2-20) 
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As discussed in [XI02], an iterative algorithm has been used to give the optimal 

radius, optr , which is defined as the value of a radius that results in the minimum local 

signaling cost function [JI95]. Similar to the algorithm proposed in [HS93], the cost 

difference function between systems with a radius r and r-1 is obtained by  

( , , , ) ( , , , ) ( , 1, , )a f TOT a f TOT a fGFA r T C GFA r T C GFA r Tλ λ λΔ = − −  (2-21) 

Then, the optimal radius is given by 

1, ( , , , ) 0
( , , )

max{ : ( , , , ) 0},
a f

opt a f
a f

if GFA r T
r GFA T

r GFA r T otherwise
λ

λ
λ

Δ >⎧
= ⎨ Δ ≤⎩  (2-22) 

The optimal radius depends on the packet arrival rate of the visiting mobile node, the 

average time a mobile node stays in this regional domain and the location of the GFA. The 

packet arrival rate can be estimated by the algorithm in [HS93]. The average time is 

calculated by the residence times of the foreign agents kept in the visiting mobile node’s MBT 

under this regional domain by Eq. 2-23. It is determined by the location of the GFA and the 

radius r. 
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With distributed regional location management, any one of the foreign agents can 

function as either a GFA or a foreign agent. When a foreign agent functions as the GFA of a 

mobile node, its optimal radius is derived from Eq. 2-22. The optimal GFA is defined as one 

in which the mobile node moving within the ORD boundary of this GFA is able to minimize 

its total signaling costs. In the distributed dynamic location management schemes [XI02, 

WY03], the first foreign agent visited by the mobile node when this node enters a new 

regional domain will function as the GFA of this regional network. Obviously, this first 

foreign agent is not necessarily the optimal GFA. 

In MORR, when a mobile node leaves its regional domain and it is in RM mode, it 
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attempts to find its optimal GFA from the search area. The search area includes those foreign 

agents whose distances from the visited foreign agent do not exceed the search radius k, i.e. 

U
k

r
visitedFA rEFA

0

* )(
=

∈
. The criterion to find the local optimal GFA is given by  

*

( , ( , , ), , )
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The optimal GFA depends on the packet arrival rate aλ , the residence time fT  and the 

search radius k. Because the search area does not cover the total network, this algorithm will 

find only the local optimal solution for a GFA. 

With reference to the local optimal GFA and its local optimal radius, the local optimal 

signal cost is calculated by Eq. 2-25. It also depends on the packet arrival rate, residence time 

and the search radius k. 

( , , ) ( ( , , ), ( ( , , ), , ), , )opt a f TOT opt a f opt opt a f a f a fC T k C GFA T k r GFA T k T Tλ λ λ λ λ=  (2-25) 

2.2.2 Optimal Regional Domain in GM Model 

In GM mode, the ORD of a mobile node is determined by its matched pattern. Let a 

pattern nP be the list of foreign agents that includes n foreign agents naaa ,...,, 21 with 

coordinates ),(),...,,(),,( 2211 nn yxyxyx . And jiP ,  is the sub-pattern of nP  including those 

foreign agents jii aaa ,...,, 1+ , where nji ≤≤≤1 . jiR ,  is defined as a regional domain that 

includes only the foreign agents of jiP , . jiGFA ,  is defined as the GFA of jiR ,  and its 

coordinate value is 
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ij . The average distance and average residence 

time from jii aaa ,...,, 1+  to jiGFA ,  is shown as 
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Similar to the equations in RM mode, a mobile node home registration cost, regional 

registration cost and packet delivery cost in jiR ,  are depicted in Eqs. 2-28 and 2-29. And the 

total signaling cost function in jiR ,  is formulated in Eq. 2-30. 

UjigfgfjiUr aalaaaaC δρ )),((22),( +++=  (2-28) 

DjigfhgaajiaPD aallijwwaaC δβαλξηλλ )),(())1log((),,( +++−++=  (2-29) 
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For a trace pattern jiP , , a cutting point k, where 1 k j i≤ ≤ − , is selected to partition this 

pattern into two sub-patterns , 1i i kP + − : 11,...,, −++ kiii aaa  and ,i k jP+ : jkiki aaa ,...,, 1+++ . In addition, 

, 1i i kP + −  and ,i k jP+  are also considered as two regional domains, i.e. ,i jR is partitioned into 

, 1i i kR + −  and ,i k jR + . In this condition, the total signaling cost when a mobile node moving in 

jiP , is calculated is as follows: 
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where 
* ( , )Uh i k jC a a+ and 

* ( , )Ur i k jC a a+  are the home and regional registration costs while this 

mobile node hands off from , 1i i kR + −  to ,i k jR + , and they are calculated by 

UijihghgfjiUh aGFAdlaaaaaC δρ )),((222),( , +++++=∗

 (2-32) 

UijigfjiUr aGFAdaaaaC δρ)),((22),( , +++=∗

 (2-33) 
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Figure 2.5. Optimal partition binary tree of a trace pattern. 

 

The optimal cutting point of a trace pattern is defined as a cutting point in this pattern 

that minimizes the total signaling costs of the two sub-patterns. The optimal cutting point is 

calculated by Eq. 2-34. 
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 When a trace pattern optimal cutting point is greater than 0, this trace pattern can be 

partitioned into two sub-patterns by this cutting point in order to minimize the mobile node 

signaling cost. Similarly, these sub-patterns are further partitioned by their optimal cutting 
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points recursively until their optimal cutting points equal 0. A sub-pattern whose optimal 

cutting point equals 0 is called an optimal sub-pattern, and the foreign agents in this 

sub-pattern comprise a regional domain. By repeating these steps, a binary tree pattern can be 

created, as shown in Fig. 2.5, and the external nodes of this tree are this pattern’s regional 

domains. The recursive program is illustrated in Fig. 2.6. 

 
Procedure optimal-partiton(TracePattern); 

 begin 

 var k:integer; 

 k = the optimal cutting point of TracePattern; 

 if k > 0 then 

  partition TracePattern into sub-pattern1 and sub-pattern2 by k; 

  optimal-partiton(sub-pattern1); 

  optimal-partition(sub-pattern2); 

 endif 

 end 

Figure 2.6. Recursive optimal partition program. 

 

2.3. Simulation Results and Performance Evaluation 

 In this section, we demonstrate how MORR improves the performance of the 

distributed dynamic scheme proposed by Xie and Akyildiz [XI02]. In [XI02], each mobile 

node keeps a buffer for storing the addresses of its arrived foreign agents in a regional 

network. If the number of addresses kept in this buffer is greater than a threshold value k, the 

visited foreign agent will function as the GFA and the mobile node performs home 

registration through the new GFA, i.e. the mobile node will exit a regional network only after 

it has visited k different subnets. This scheme is able to dynamically optimize the regional 

network size of each mobile node according to its current traffic and mobility by adjusting 

the threshold value k. 
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2.3.1. Foreign Agent Domain Types in Evaluation 

As evident from the analysis in Section 2.2, the total signaling cost functions of a mobile 

node are influenced by its packet arrival rates and the duration of its residence in each arrived 

foreign agent. Therefore, similarly to [HS93], we define six types of foreign agent domains to 

formulate the various mobility behaviors of mobile nodes by different probability density 

functions (pdf) of packet arrival rates and residing times. Type 1, 2 and 3 foreign agent 

domains explore the impact of variant packet arrival rates, with residence time as a constant; 

in contrast, Type 4, 5 and 6 foreign agent domains explore the impact of variant residence 

times, and assume packet arrival rates are constant. We evaluate the performance of MORR 

and Jiang’s scheme under these six types of foreign agent domains. 

Type 1 foreign agent domain: mobile nodes in this domain possess a higher average packet 

arrival rate ( 0.101 =aλ ), and the pdf of packet arrival rates follows a Gaussian distribution: 

0.4,0,
2
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Type 2 foreign agent domain: mobile nodes in this domain possess a lower average packet 

arrival rate ( 1.02 =aλ ), and the pdf of packet arrival rates follows an exponential distribution: 

0,1)( 2

2

2 ≥= −
a

a
a

aaef λ
λ

λ λλ

 (2-36) 

Type 3 foreign agent domain: mobile nodes in this domain possess both higher and lower 

packet arrival rates at 50 percent probability respectively, and the packet arrival rates have the 

following pdf: 

3 1 2( ) 0.5( ( ) ( ))a a af f fλ λ λ= +  (2-37) 

Type 4 foreign agent domain: mobile nodes in this domain possess a higher average residing 

time ( 1001 =fT ), and the pdf of residing times follows a Gaussian distribution: 
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Type 5 foreign agent domain: mobile nodes in this domain possess a lower average residing 

time ( 0.12 =fT ), and the pdf of residence times follows an exponential distribution: 
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Type 6 foreign agent domain: mobile nodes in this domain possess both higher and lower 

residence times at 50 percent probability respectively, and the residence times have a pdf as 

follows: 

6 1 2( ) 0.5( ( ) ( ))f f ff T f T f T= +   (2-40) 

Table 2.1. Parameters of signaling cost function. 

Pkt Process Cost Distance Cost Unit Wireless Multiple 

ha  

25.0 
ga  

15.0 
fa  

10.0 
Uδ  

0.1 
Dδ  

0.05 

ρ  
10 

# of MNs/subnet Distance Weight Pkt Process Const. 

w  
15 

lhg 
25 

lgf 
10 

α  
0.3 

β  
0.7 

ξ  
0.01 

η  
10.0 

 
We use the same parameters as [XI02] in our performance analysis. By using the 

parameters listed in Table1, measurements of the total signaling costs of MORR and of 

Jiang’s scheme are possible. In this section, we show the performance improvement of 

MORR in numerical evaluations. 

2.3.2 Cost Performance in Random-Mobility Mode 

We compare the total signaling cost of Jiang’s scheme with MORR when the visiting 

mobile node is in RM mode. In MORR, the total signaling cost function of a mobile node in 

RM mode is shown as Eq. 2-25. And in Jiang’s scheme, the total signaling cost function is 

obtained by 
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_ _( ( , ), , )TOT dd opt dd a f a fC k T Tλ λ , (2-41) 
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First, we investigate the impact of a time-variant packet arrival rate. For this, we apply 

Type 1, 2 and 3 foreign agent domains to display variant packet arrival rates by different 

probability density functions. In these three types of foreign agent domains, the overall 

signaling cost of MORR is given by Eq. 2-42, and the total signaling cost of Jiang’s scheme is 

given by Eq. 2-43. 

_ _ 1 3 1 30
( ) ( , , )MORR RM Type a opt a f aC f C T k dλ λ λ

∞

− −= ∫   (2-42) 

_ _ 1 3 1 3 _ _0
( ) ( ( , ), , )dd RM Type a TOT dd opt dd a f a f aC f C k T T dλ λ λ λ

∞

− −= ∫   (2-43) 

The total signaling costs of MORR and Jiang’s scheme with a time-variant packet arrival 

rate are shown in Fig. 2.7. There is can be a 3 percent cost reduction by using MORR in 

Type1 and Type 2 foreign agent domains, but there is a more than 10 percent cost reduction in 

a Type 3 foreign agent domain. This indicates there is a better performance for MORR when 

the mobile node packet arrival rate consists of both higher and lower packet arrival rates. 

We also define Type 4, 5 and 6 foreign agent domains to display variant residence time 

by different probability density functions. In these three types of foreign agent domain, the 

overall signaling cost of MORR is given by Eq. 2-44, and the total signaling cost of Jiang’s 

scheme is given by Eq. 2-45. 

_ _ 4 6 4 60
( ) ( , , )MORR RM Type f opt a f fC f T C T k dTλ

∞

− −= ∫   (2-44) 

_ _ 4 6 4 6 _ _0
( ) ( ( , ), , )dd RM Type f TOT dd opt dd a f a f fC f T C k T T dTλ λ

∞

− −= ∫  (2-45) 
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The comparison between MORR and Jaing’s schemes under conditions of variant 

residence time are shown in Fig. 2.8, which indicates a cost improvement of up to 5 percent. 

MORR is slightly better than Jiang’s scheme in Type 4, 5 foreign agent domains, but more 

than 10 percent of the cost can be reduced in a Type 6 foreign agent domain. It can also be 

seen that there is a better performance for MORR when the mobile node packet arrival rate 

consists of both higher and lower residence times. 

 
(a) 

 
(b) 
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(c) 

Figure 2.7. Comparison of total signaling cost under time-variant packet arrival rate. (a) In Type 1 foreign agent 
domain. (b) In Type 2 foreign agent domain. (c) In Type 3 foreign agent domain. 

 

 
(a) 

 
(b) 
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(c) 

Figure 2.8. Comparison of total signaling cost in conditions of varying residence time: (a) In Type 4 foreign 
agent domain; (b) In Type 5 foreign agent domain; (c) In Type 6 foreign agent domain. 

 

2.3.3 Cost Performance in Regular-Mobility Mode 

We here compare the total signaling cost of Jiang’s scheme with MORR when the mobile 

node is in GM mode. In this mode, we suppose the moving path of a mobile node is in 

accordance with a trace pattern 1, ,....,i i ja a a+ , where j i> . The total signaling cost function 

of a mobile node using MORR can be obtained by the recursive optimal partition program, as 

shown in Fig. 2.6. In Jiang’s scheme, because the mobile node moves across different foreign 

agent domains according to the trace pattern, the expectation of performing a home 

registration at movement M is: 

[ ] /E M M k=   (2-46) 

where k is the optimal buffer size of the mobile node. The distance gfl is nearly 2
k

, and the 

total signaling cost function can be obtained by Eq. 2-4. 

We now investigate the impact of a time-variant packet arrival rate. The overall signaling 

cost of MORR in three types of foreign agent domain (Types 1-3) is given by Eq. 2-47, and 
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the total signaling cost of Jiang’s scheme is given by Eq. 2-48. 

_ _ 1 3 1 30
( ) ( , , , , )MORR GM Type a a f i j opt aC f P T a a k dλ λ λ
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− −= ∫   (2-47) 

_ _ 1 3 1 3 _ _0
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∞

− −= ∫  (2-48) 

The total signaling costs of MORR and Jiang’s scheme given a time-variant packet 

arrival rate are shown in Fig. 2.9. There is a more than 5 percent cost reduction using MORR 

in Type 1 and Type 2 foreign agent domains, and a more than 10 percent cost reduction in a 

Type 3 foreign agent domain. 

Next, we investigate the impact of variant residence time. The overall signaling cost of 

MORR in three types of foreign agent domains (Types 4, 5 and 6) is given by Eq. 2-49, and 

the total signaling cost of Jiang’s scheme is given by Eq. 2-50. 

_ _ 4 6 4 60
( ) ( , , , , )MORR GM Type f a f i j opt fC f T P T a a k dTλ

∞

− −= ∫   (2-49) 

_ _ 4 6 4 6 _ _0
( ) ( ( , ), , )dd GM Type f TOT dd opt dd a f a f fC f T C k T T dTλ λ

∞

− −= ∫  (2-50) 

The total signaling costs of MORR and Jiang’s schemes under variant residence time are 

shown in Fig. 2.10, which indicates that more than 10 percent of the cost can be reduced in 

these types of foreign agent domains. 

 
(a)  
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(b) 

 
(c) 

Figure 2.9. Comparison of total signaling cost with a time-variant packet arrival rate: (a) In Type 1 foreign agent 
domain; (b) In Type 2 foreign agent domain; (c) In Type 3 foreign agent domain. 

 

 
(a) 
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(b) 

 
(c) 

Figure 2.10. Comparison of total signaling cost under varying residence time: (a) In Type 4 foreign agent domain; 
(b) In Type 5 foreign agent domain; (c) In Type 6 foreign agent domain. 
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Chapter 3 

Adaptive Power Control Approach in Ad Hoc Networks  

 

 

Ad hoc networks have witnessed an explosion of interest in the last few years as they are 

expected to have a significant impact on the efficiency of many military and civilian 

applications, such as combat field surveillance, security and disaster management, data 

gathering, and conferences. Most of wireless devices are usually powered by batteries which 

provide a limited amount of energy. The capacity of electric power in batteries does not grow 

rapidly in a short period time in the future. Therefore, how to reduce energy consumption in 

ad hoc networks is an important issue. The energy consumption in transmission is affected by 

wireless MAC layer protocols. Therefore, several mechanisms used to save energy 

consumption are proposed in the MAC design. One way is to use power saving mechanism 

which allows a node to enter a doze state by powering off its wireless network interface 

[EN02, SS98]. Another alternative mechanism is to use power control mechanism which 

suitably varies transmission power to reduce transmission energy consumption [JV01, ES02]. 

In wireless communication, the condition that digital signals will be received correctly is 

depended on the signal-to-noise ratio (SNR). In other word, the stronger signal will be more 

possible to be received correctly. The signal strength depends on two factors: One is 

transmission power of transmitters; and the other is the distance between a transmitter and a 

receiver. However, transmitters consume more energy when they radiate stronger signal. In 

order to save energy, transmitters reduce their transmission power. But, it will result in weak 

signal strength of received data. There is more possibility that receivers identify data 
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incorrectly in this situation. When receivers identify data wrong, transmitters have to 

retransmit it. It costs more energy. Hence, there is a tradeoff between transmission power and 

energy saving. 

 

 

Figure 3.1. The relationship between transmission power and energy consumption. 

 

As shown in figure 3.2, the transmission power of transmitters decides the signal strength 

of received data. In this chapter, we evaluate the signal strength of interfering nodes which 

can result in the transmission fails. This signal strength decides the interference range and 

interference area. The scope of interference area decides the probability of successful 

transmission. By this probability, the expected value of energy consumption can be estimated. 

When transmitters consume less energy to transmit stronger signal, the interference area will 

be large. It will increase the probability of unsuccessful transmission. The transmitters will 

cost more energy to retransmit these failed data. This chapter will investigate the optimal 

transmission power to minimize the energy consumption. 

The main contributions of this chapter are three-fold: First to present the relationship 

between transmission power level and the probability of interference by mathematical models; 

Second to formulate the energy consumption in terms of these factors: transmission power 

levels, propagation models and wireless network topology; and Third proposing a novel 
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power control mechanism, Adaptive Power Control Mechanism (APCM), to evaluate the 

optimal transmission power level in each wireless node in order to minimize the whole of 

energy consumption and satisfy the quality of service in ad hoc wireless networks. 

3.1. The Investigations of Energy Consumption in Ad Hoc Networks 

In ad hoc networks, interference is based on the locations of wireless nodes. The position 

of wireless nodes affects the relationship between each other. The transmission of one node 

could affect the transmission of other nodes depending on the distance between each other. 

This interference problem is called the hidden terminal problem [ZJ02, ZB02, PK90, FL75]. 

Resolving hidden terminal problem becomes one of the major challenges in MAC protocols. 

IEEE 802.11 DCF is the most popular MAC protocol used in both wireless LANs and mobile 

ad hoc networks (MANETs). Its RTS/CTS (Request/Clear To Send) handshake is mainly 

designed for resolving hidden terminal problem. However, it has an underlying assumption 

that all hidden nodes are within the transmission range of receivers (e.g. to receive the CTS 

packet successfully), but some nodes which are out of the transmission ranges of both a 

transmitter and its receiver may still interfere with this receiver. This situation happens rarely 

in a wireless LAN environment since most nodes are in the transmission range of either 

transmitters or receivers. However, in ad hoc networks, it becomes a serious problem due to 

the large distribution of mobile nodes and the multi-hop operation. 

In this chapter, we propose some mathematical models to analyze interference in 802.11 

MAC. These models are based on the observation that there is a tradeoff between 

transmission power and power consumption. When a transmitter reduces its transmission 

power, it spends little energy to transmit data. The signal strength which the receiver senses is 

weak. The weak signal is easy to be interfered. When the transmission is interfered, the 

transmitter has to retransmit the data. Retransmission costs additional energy. Therefore, 
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minimal transmission power is not exactly optimal transmission power. On the contrary, 

strong signal is not easy to be interfered and the transmitter spends little energy on 

retransmission, but more energy is expended on transmissions. In this thesis, we present some 

mathematical models to formulate the relationship between power level and the probability of 

successful transmission, this relationship is based on the Power Control Medium Access 

Control (PCM) mechanism. 

3.1.1. Wireless Network Models 

In this section, we propose our wireless interference model depending on 802.11 MAC 

protocols in Ad hoc networks. We formulate the relationship between transmission power and 

the probability of successful transmission in the wireless interference model. There are three 

radio ranges defined on our network models: 

Transmission Range (Rtx): Transmission range represents the range of the sender’s 

transmission within which a packet can be successfully received 

if there is no interference from other radios. The transmission 

range is mainly determined by transmission power and radio 

propagation properties (i.e., attenuation). 

Carrier Sensing Range (Rcs): Nodes in the carrier sensing range can sense the sender’s 

transmission. The carrier sensing range is depended on the 

transmission power level and antenna sensitivity. In IEEE 802.11 

MAC, a transmitter only starts transmission when it senses the 

channel free. However, in the IEEE 802.11 specification, there is 

no well-defined carrier sensing range. From the recent literatures 

[JL99, ST02], we find that in typically employed IEEE 802.11 

radio modules, such as WaveLAN cards, the carrier sensing 
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range is about twice longer than the successful transmission 

range. In A. Kamerman and L. Monteban [AL97], carrier sensing 

range is two times larger than the transmission range. 

Interference Range (Ri): Interference range of a node is the range within which transmission 

of the nodes will result in interfering with this node. The 

interference range depends on transmission power level of 

transmitter and interferer. 

Rtx
Rtx

Rcs

Rcs

Ri

A B

Transmission range

Carrier sensing range

Carrier sensing range

Interference range

CD E

 

Figure 3.2. The transmission range, carrier sensing range, and interference range 

The transmission range, carrier sensing range, and interference range are illustrated in 

Fig. 3.2. Node A is a transmitter and node B is a receiver. When A transmits data to B, this 

real circle is indicated the transmission range. The nodes within this circle are able to receive 

the frames successfully if there is no interference from other nodes. The receiver B has to be 

within this real circle. The length of radius of the real circle depends on the transmission 

power level of transmitter. At this condition, node C also receives the data which node A 

transmits. The dotted circle is the carrier sensing range. When A is transmitting data, the 
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nodes within this range are able to sense the transmission of node A. In this figure, when A 

transmits data to B, D is able to sense the transmission of A but can not decode the data 

correctly. 

The shadow dotted circle is the interference range. Nodes within the interference range 

are called hidden nodes. When a receiver receives a frame, and a hidden node also tries to 

start its own transmission concurrently, the interference will be arisen. It will result in the 

wrong messages in this receiver. When A transmits data to B, and E transmits data to another 

receiver at the same time it will lead to the wrong messages in B. Node A has to retransmit 

these messages to B. The scope of interference range depends on these transmission power 

levels of transmitters and interferers. 
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Figure 3.3. Wireless Interference Model 

 

The wireless interference model is presented in Fig. 3.3, the shadow area is the 
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interference area. This area is composed from the area which is inside the interference range 

of the receiver and outside the carrier sensing range of the transmitter. In CSMA/CA model, 

when a node wants to transmit data, it shall sense the channel to determine if another node is 

transmitting. If the channel is not determined to be busy, the transmission proceeds. The 

CSMA/CA distributed algorithm mandates that a gap of a minimum specified duration exists 

between contiguous frame sequences. A transmitter shall ensure that the channel is idle for 

this required duration before attempting to transmit. If the channel is determined to be busy, 

the transmitter shall defer until the end of the current transmission. Hence, if a transmitter 

senses signal which another node radiates, the transmitter defers the transmission. 

When one transmitter transmits data to the receiver, the nodes within the carrier sensing 

range of the transmitter do not transmit data. These nodes do not result in collision unless two 

or more nodes transmit data at the same time. This situation happens rarely. In the wireless 

interference model which we propose the nodes within the transmitter’s carrier sensing range 

are able to sense the transmission of this transmitter and defer their own transmissions. Hence, 

the interference area of the receiver is the area which is composed from the area inside the 

interference range of the receiver and outside the carrier sensing range of the transmitter. 

The signal strength depends on transmission power of transmitter. If a transmitter is in 

the carrier sensing range of another node, the transmitter will sense the signal. The carrier 

sensing range of another node depends on its transmission power. The value of transmission 

power depends on the kind of frame transmitter transmits. Nodes form maximum carrier 

sensing range by using maximum transmission power. We define the value of carrier sensing 

range to be maximum carrier sensing range because our model is based on PCM [ES02]. 

Transmitter transmits data at the power level Ptmax periodically, for just enough time so that 

nodes in the carrier sensing range can sense it. Hence, in our model we use maximum carrier 

sensing range whenever transmitter transmits RTS/CTS or data. When the transmitter is in the 
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carrier sensing range of another node, that node is certain in the carrier sensing range of the 

transmitter because the value of carrier sensing range is all the same for each node in the 

networks. In other words, there are no nodes which transmit data in carrier sensing range of 

transmitter when transmitter transmits data. If there is such one node, transmitter will defer 

the transmission. 

3.1.2. Power Control and Interference Area 

A signal received by the receiver is assumed to be valid when the signal to noise ratio 

(SNR) is above a certain threshold (SNR_THRESHOLD). Let Pr is denoted the received 

power of signal from the transmitter and Pi denote the power of interference signal at this 

receiver. Then, SNR is given as SNR=Pr /Pi. We ignore the thermal noise since it is ignorable 

comparing to interference signal. When the signal of a transmitter arriving at the receiver is 

not valid, the formula is derived in [TS02] as shown. 

THRESHOLDSNR
P
P
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r _≤
                      (3-1) 

THRESHOLDSNR
PP r

i _
≥

                       (3-2) 

If a transmitter reduces its transmission power, the signal strength arriving at the receiver 

becomes weak. The value of Pr becomes smaller, and the value of Pi which conforms to Eq. 

3-2 also becomes smaller. It means that weak interference signal is able to affect the 

transmission. Therefore, the transmission fails more easily. Although using little transmission 

power is able to save the energy consumption in transmission, the probability of unsuccessful 

transmission is also raised. It is possible that the transmitter spends more energy in 

retransmitting data. Hence, by using little transmission power to transmit data does not really 

save energy consumption. 



 59

3.1.3. Interference Area Models 

In this section, we formulate the relationship between transmission power and 

interference area. We derive the interference signal strength which affects the transmission of 

a transmitter from Eq. 3-2 and calculate interference range by the interference signal strength. 

We continue to derive the scope of interference area from the interference range.  

When a signal is propagated from a transmitter to a receiver, whether the signal is valid 

at the receiver almost depends on the strength of receiving power at the receiver. Given 

transmission power, the receiving power is almost decided by path loss over the 

transmitter-receiver distance, which models the signal attenuation over the distance. Here we 

ignore multi-path fading and shadowing since they are minor factors in the open space 

environment. 

Propagation models that predict the mean signal strength for an arbitrary 

transmitter-receiver (T-R) distance are useful in estimating the radio coverage area of a 

transmitter. These models are called large-scale propagation models, since they characterize 

signal strength over large T-R distances (several hundreds or thousands of meters). There are 

two large-scale propagation models which are commonly used. One is free space propagation 

model. The other is two-ray ground model. The free space propagation model is used to 

predict received signal strength when the transmitter and receiver have a clear, unobstructed 

line-of-sight path between them. The free space power received by a receiver antenna which 

is separated from a radiating transmitter antenna by a distance d, is given by the Friis free 

space equation, 

( )
( ) Ld

GGPdP rtt
r 2

2

4π
λ

=
 (3-3) 

where Pt is the transmitted power, Pr(d) is the received power which is a function of the T-R 

separation, Gt is the transmitter antenna gain, Gr is the receiver antenna gain, d is the T-R 
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separation distance in meters, L is the system loss factor not related to propagation (L≧1), 

and λis the wavelength in meters. 

The other is two-ray ground model. This model considers both the direct path and a 

ground reflection path. According to [TS02] the received power at distance d can be modeled 

as Eq. 3-4. 

Ld
hh

GGPP rt
rttr 4

22

=
 (3-4) 

where Pt is the transmission power. Gt and Gr are antenna gains of transmitter and receiver 

respectively. ht and hr are the heights of the transmit and receive antennas respectively. d is 

the distance between the transmitter and receiver. L is the system loss factor. However, the 

two-ray model does not give a good result for a short distance due to the oscillation caused by 

the constructive and destructive combination of the two rays. Instead, the free space model is 

still used when d is small. When the transmitter is close to the receiver (e.g. within the Freznel 

zone [TS02]), the receiving signal power is inverse proportional to d2. When their distance is 

larger (e.g. outside of Freznel zone), the receiving signal power is inverse proportional to d4 

[TS02]. Therefore, a cross-over distance dc is calculated in this model. When d < dc, Equation 

(3-3) is used. When d > dc, Eq. 3-4 is used. At the cross-over distance, there are the same 

results in Eqs. 3-3 and 3-4. Hence, dc can be calculated as 

λ
π rt

c
hhd 4

=
  (3-5) 

We assume that the nodes in the ad hoc network are homogeneous. All the radio 

parameters are the same. We use a constant to replace the same parameters. The equations 3-3 

and 3-4 can be simplified as Eqs. 3-6 and 3-7. 

( ) 2d
KP

dP t
r

×
=

 (3-5) 
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4d
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where the value of K are obtained Eqs. 3-8 and 3-9 in free space propagation model and 

two-ray propagation model respectively. 
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By propagation models, we use the transmission power of transmitter and interferer to 

substitute Pi and Pr in Eqs. 3-10 and 3-11. By the equation 3-2, we can get Eq. 3-12. 
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where Pt_t denotes the transmission power at transmitter and Pt_i denotes the interference 

power at interferer. d(i,r) is the distance between the interferer and receiver. d(t,r) is the 

distance between the transmitter and receiver. The value of αi and αt depends on d(i,r) and 

d(t,r). If the interferer and transmitter are close to the receiver within the Freznel zone, the 

receiving signal power is inverse proportional to d2. The value of αi and αt is 2. When their 

distance is larger (e.g. outside of Freznel zone), the receiving signal power is inverse 

proportional to d4 [TS02]. The value of αi and αt is 4. 

Hence, we derive the value of interference range (Ri). When the nodes outside the 

interference range transmit data, the transmission of the transmitter will be successful. When 

the nodes inside the interference range transmit data, the transmission of the transmitter fails. 
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The formula of interference range is derived from the Eq. 3-12, where d(i,r) is the interference 

range. The formula of interference range is obtained in the Eq. 3-13. 
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However, the value of Pt_i depends on the kind of frame interferer transmits. If interferer 

transmits data frame, it uses little transmission power. The value of Pt_i is smaller. If interferer 

transmits RTS/CTS frame, it uses maximum available transmission power. The value of Pt_i is 

Ptmax. Ptmax is maximum transmission power. Our model is based on PCM. Node periodically 

transmits data frame at the maximum power. So we use Ptmax to replace Pt_i. We do not 

consider the kind of frame interferer transmits. The equation 3-13 will be transferred to Eq. 

3-14. 

( )
i

trtdTHRESHOLDSNR
P
PR

tt

t
i

α
α

1

_

max ,_ ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
××=

 (3-13) 

We derive the relationship among the transmission power of transmitter, the distance 

between the transmitter and receiver and interference range. The value of interference range 

depends on two factors. One is the transmission power of transmitter. The other is the distance 

between the transmitter and receiver. Ptmax and SNR_THRESHOLD are fix values which 

depend on the kind of antenna. We derive the size of interference area (Ai) from the value of 

Ri. 

We derive the formulas of interference area on four scope of interference range: 

dRR CSi −≤ , CSiCS RRdR ≤<− , dRRR CSiCS +≤< , and dRR CSi +> . 

1. Ri ≦ Rcs – d 
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When the value of Ri is smaller than the value of Rcs–d, we show the relationship 

between the carrier sensing range and the interference range in Fig. 3.4. 

A B

RRTS
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RCS
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Figure 3.4. The interference area when Ri ≦ Rcs - d 

 

In Fig. 3.4, the node A is transmitter and B is receiver. d is the distance between the 

transmitter and receiver. RRTS is the transmission range of the RTS and CTS frame. It is 

maximum transmission range. Rcs is maximum carrier sensing range. Ri is the interference 

range. As shown in Fig. 3.4, we see that the interference range of B is all covered by the 

carrier sensing range of A. In the carrier sensing range of A there are no nodes transmitting 

when A transmits frame. Therefore, there are no nodes transmitting in the interference area. 

The transmission of A is not interfered in this situation. We derive that interference area is 

zero in this situation. 

 

2. Rcs – d < Ri ≦ Rcs 
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When the value of Ri is bigger than the value of Rcs–d and smaller than the value of Rcs, 

we show the relationship between the carrier sensing range and the interference range in Fig. 

3.5. 
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Figure 3.5. The interference area when Rcs – d < Ri ≦ Rcs 

The node A is transmitter and B is receiver. d is the distance between the transmitter and 

receiver. RRTS is the transmission range of the RTS and CTS frame. It is maximum 

transmission range. Rcs is maximum carrier sensing range. Ri is the interference range. As 

shown in Fig. 3.5, we see that interference area is the area of moon shape. Interference area is 

the shadow area. In the carrier sensing range of A it is the same that there are no nodes 

transmitting when A transmits frame. Hence, we deduce that interference area is outside the 

carrier sensing range of A and inside the interference range of B. We derive the formula of 

interference area below. 

The size of interference area (Ai) is equal to the area of shadow. The size of shadow area 

is equal to 2 × ( BDE+△ABD- ADF). The size of BDE, △ABD, and ADF 
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area is the Eqs. 3-15, 3-16, and 3-17. 

BDE = 22

2 iRπ
π
θ

 (3-14) 

hdABD ××=Δ
2
1  (3-15) 

ADF = 21

2 csRπ
π
θ  (3-16) 

The value of h can be obtained by the Eq. 3-18. By the Eqs. 3-15, 3-16, 3-17, and 3-18, 

the formula of interference area is shown in Eq. 3-19. 
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We could calculate the size of interference area from the Eq. 3-19 as long as we know 

the value of variables. From the Eq. 3-18 and AGBGAB =+ , we derive the value of 21 ,ϑϑ . 

And we can get Eqs. 3-20, 3-21, and 3-22. 

dRR ics +⋅=⋅ 21 coscos θθ  (3-19) 
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R
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R
R

+⋅= 21 coscos θθ  (3-21) 

The equations 3-23, 3-24 and 3-25 are derived from the sum of the square of the Eq. 

3-21 and the square of the Eq. 3-22. 
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By the equations 3-20 and 3-24, we can get the result shown in Eqs 3-26, and 3-27. 
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By the Equations 3-25 and 3-27, we are able to calculate the value of θ1 and θ2 if the 

values of Rcs, Ri, and d can be obtained. In this condition, the interference area can be obtain 

by Eq. 3-19. 

 

3. Rcs < Ri < Rcs + d 

In this condition, the relationship between the carrier sensing range and the interference 

range is shown in Fig. 3.6. The node A is transmitter and B is receiver, d is the distance 

between the transmitter and receiver. RTSR  is the transmission range of the RTS and CTS 

frame, it is maximum transmission range. CSR  is maximum carrier sensing range. iR  is the 

interference range. 
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Figure 3.6. The interference area when Rcs < Ri < Rcs + d 

 

The size of interference area (Ai) is equal to the area of shadow. The size of shadow area 

is equal to 2 × ( BDE+△ABD- ADF). The size of BDE, △ABD, and ADF 

area can be obtained by Eqs. 3-15, 3-16, and 3-17. The value of h can be obtained by Eq. 3-28. 

And by these equations, the formula of interference area can be obtained in Eq. 3-29. 
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Because AGBGAB =+ , we can obtain Eqs 3-30 and 3-31. 

( ) ( ) dRR csi +−⋅=−⋅ 12 coscos θπθπ  (3-29) 

dRR ics +⋅=⋅ 21 coscos θθ  (3-30) 
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The equations 3-28 and 3-31 are the same as Eqs. 3-18 and 3-20, so we derive the value 

of 21 ,ϑϑ  is the same as that in session 3.3.2. The formula of 21 ,ϑϑ  are shown in Eqs 3-25 

and 3-27. 

 

4. Ri ≧ Rcs + d 

In this condition, the relationship between the carrier sensing range and the interference 

range is shown as Fig. 3.6. The node A is transmitter and B is receiver, d is the distance 

between the transmitter and receiver. RRTS is the transmission range of the RTS and CTS 

frame. It is maximum transmission range. Rcs is maximum carrier sensing range. Ri is the 

interference range. The interference area is the area which is the area of the circle whose 

radius is the interference range minus that of the circle whose radius is carrier sensing range. 

The size of interference area (Ai) is equal to the area of shadow. The formula of Ai is the Eq. 

3-32. 

22
csii RRA ππ −=  (3-31) 
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Figure 3.7. The interference area when Ri ≧ Rcs + d 

We are able to conclude the relationship between the interference range and the 

interference area in Table 3.1. 

Table 3.1 The relationship between the interference range and the interference area 

The interference range (Ri) The interference area (Ai) 
Ri ≦ Rcs – d 0 

Rcs – d < Ri ≦ Rcs 2
12

2
2 sin csiii RRdRA θθθ −×+=  

Rcs < Ri < Rcs + d 2
12

2
2 sin csiii RRdRA θθθ −×+=  

Ri ≧ Rcs + d 22
csii RRA ππ −=  

 

3.1.4. Transmission Power and Probability of Successful Transmission 

We derived the formula of the interference area in Session 3.3. In this section we derive a 

formula to present the relationship between transmission power and the probability of 

successful transmission. 

We define the probability that a node want to transmit data at time i as PT(i) and the 
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probability that a node does not want to transmit data at time i as PI(i). In addition, we define 

PTT(i) which is the probability of transforming from PT(i) to PT(i+1), PTI(i) which is the 

probability transforming from PT(i) to PI(i+1), PIT(i) which is the probability transforming 

from PI(i) to PT(i+1) and PII(i) which is the probability from PI(i) to PI(i+1). We conclude 

these probabilities in the Table 3.2. 

Table 1.2. The probability which is used in APCM 

PT(i) The probability that a node wants to transmit data at time i 
PI(i) The probability which a node does not want to transmit data at time i 
PTT(i) The probability that a node wants to transmit data at time i and wants to 

transmit data at time i+1 
PTI(i) The probability which a node wants to transmit data at time i but does not 

want to transmit data at time i+1 
PIT(i) The probability which a node does not want to transmit data at time i but 

wants to transmit data at time i+1 
PII(i) The probability which a node does not want to transmit data at time i and 

does not want to transmit data at time i+1 
 

We derive PT(i) from PT(i-1), PI(i-1), PTT(i-1) and PIT(i-1). The probability which a node 

wants to transmit data at time i is derived from the probability of the status of nodes at time 

i-1 and the probability of status transformation. The general formula of PT(i) is the Eq. 3-33. 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( )
( ) ( )( ) ( ) ( )
( )  1        

1111        
11111        

1111

diPc
iPiPiPiP

iPiPiPiP
iPiPiPiPiP

T

ITTITTT

ITTTTT

ITITTTT

+−×=
−+−×−−−=
−×−−+−×−=

−×−+−×−=

 (3-32) 

where c = PTT(i-1) - PIT(i-1), d = PIT(i-1). 

We assume that PTT(i), PTI(i), PIT(i) and PII(i) are equal for any time i. These values are 

changing at any time and we cannot model the behavior of nodes at any time. Therefore, we 

are able to gather these values by statistics during finite time and we assume that these values 

are the same during the finite time. 

The relationship between PT(1) and PT(i) is shown in Eq.3-34. 
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where the values of PTT and PIT are equal or less than one. c = PTT-PIT. The value of c ranges 

from -1 to 1. When wireless networks have started for a long time, the value of i tends to 

infinity. The value of ci-1 tends to zero. The value of PT(i) tends to Eq. 3-34. This means that 

when wireless network have started for a long time, the value of PT(i) tends to a fixed value. 

We simply PT(i) to PT because the value of it is a fixed value when the value of i tends to 

infinity. 

We define A as the size of the wireless network area and there are N nodes in this 

wireless network area. Therefore, there are N*PT nodes which want to transmit data in the 

wireless network area. Transmission of one node covers π*Rcs*Rcs area. We define Acs 

asπ*Rcs*Rcs. When one node transmits data, the transmission will make the nodes in the 

carrier sensing range of the node delay their transmission. Here, we assume that N*PT nodes 

are all able to transmit data. It causes that there are N*PT*Acs carrier sensing area in the 

wireless network area A. We assume that the node distribution in our model is uniform 

distribution. Therefore, these transmission nodes are averagely distributed in the wireless 

network area A. It causes that the N*PT*Acs carrier sensing area is averagely distributed in the 

wireless network area A. So unit area are covered by the carrier sensing area of N*PT*Acs /A 

nodes. It means that when one node wants to transmit data, the node has to compete the 

channel with other N*PT*Acs /A – 1 nodes. The probability of one node can use the channel is 

A/ (N*PT*Acs). Furthermore, there are N*Ai /A nodes in the interference area. There are 

N*PT*Ai /A transmission nodes in the interference area. So the probability of nodes 

transmitting data in the interference area is the Eq. 3-35. 
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When there are nodes transmitting data in the interference area of the transmitter, it 

causes the transmission of the transmitter fail. The transmitter needs to retransmit data and 

spends additional energy. So we define P(Fdata) as Ai /Acs. It represents the failure probability 

of transmitting data. The equation 3-36 is the successful probability of transmitting data.  
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AFPSP −=−= 11  (3-35) 

From the Equation (3-14), Table 3.1, and the Equation (3-36) we derive the formula 

between transmission power of the transmitter and the probability of successful transmission 

of the transmitter in Table 3.3. 

 

 

Table 3.3. The relationship between transmission power and the probability of successful transmission 

Transmission power (Pt_t) 
The probability of successful 

transmission (P(Sdata)) 
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3.2. The Power Control Mechanism to Minimize Energy Consumption 

The probability of successful transmission has been derived in session 3.1. By this 



 73

probability, we derive the expected value of transmission energy which is a criterion to select 

power level in our thesis. This session describes the expected value of energy consumption 

and proposes the power control mechanism (Adaptive Power Control Mechanism, APCM) to 

evaluate the adaptive transmission power in order to minimize the whole of energy 

consumption and satisfy the quality of service in ad hoc wireless networks. 

3. 2. 1. Estimated Energy Consumption in 802.11 MAC Layer Protocol 

In order to analyze energy consumption in 802.11 MAC layer protocol, we divide the 

period time of the DCF process in 802.11 MAC protocol into nine sub-periods. Period I is the 

duration that a transmitter transmits the RTS packet. Period II is the SIFS time between the 

RTS packet and CTS packet. Period III is the duration that a receiver transmits the CTS 

packet. Period IV is the SIFS time between the CTS packet and data packet. Periods V, VI, 

and VII are the durations that a transmitter transmits data message. Periods II, III, IV, and V 

are the EIFS time of the RTS packet. The nodes in the carrier sensing range of transmitter 

sense the RTS packets and set their NAVs for EIFS duration. Periods IV, V, and VI are the 

EIFS time of the CTS messages. The nodes in the carrier sensing range of receiver sense the 

CTS packet and set their NAVs for EIFS duration. Period VII is the duration which a 

transmitter transmits the remainder of data packet. Period VIII is the SIFS time between the 

data packet and ACK packet. Period IX is the duration that a receiver transmits the ACK 

packet. Figure 3.8 shows these nine parts in the flowchart of 802.11 packet transmission. 
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Figure 3.8. The flowchart of 802.11 packet transmission 

We deduce reasonably that the interference area only appears in periods I and VII. In 

period I, when a transmitter sends the RTS packet to a receiver, the interfering nodes inside 

the interference range of the receiver interfere with the RTS transmission. In periods II, IV, 

and VIII, there is no transmission, hence there is no interference. In period III, when the 

receiver sends the CTS packet back to the transmitter, the nodes inside the carrier sensing 

range of the transmitter do not interfere with the CTS packet transmission because they sense 

the RTS packet and defer their own transmission. In periods V and VI, there is no interference 

because the nodes inside the carrier sensing range of the transmitter and receiver sense the 

RTS/CTS packet and defer their transmission. Our model is based on PCM. Transmitters 

periodically use Pmax to transmit data and the signal arrives to the carrier sensing range of the 

transmitter. The interfering nodes inside the carrier sensing range of the transmitter 

periodically sense the signal which the transmitter radiates. Hence, there are no interfering 

nodes inside the carrier sensing range of the transmitter during the time which the transmitter 

transmits data. In period VII, when a transmitter sends data packet to a receiver, the 
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interfering nodes inside the interference range of the receiver interfere with the data 

transmission. In period IX, when the receiver sends the ACK packet back to the transmitter, 

the nodes inside the interference range of the transmitter do not interfere with the ACK packet 

because they sense the signal of data packet and defer their own transmission. Therefore, 

there is no interference in period IX. 

If interference occurs in period I, the receiver does not receive the RTS frame correctly. 

The CTS frame is not returned. The additional energy cost is the energy of retransmitting the 

RTS frame. It is less because the length of RTS frame is shorter. If interference occurs in 

period VII, the receiver does not receive data correctly. The ACK frame is not returned. The 

additional energy cost is the energy of retransmitting data frame. It is more because the length 

of data frame is longer. Therefore, the transmission power of data frame affects energy 

consumption so much. 

We divide transmission energy cost into two parts. One is the energy cost in 

retransmission. The other is the retransmission energy cost. When nodes use strong 

transmission power to transmit data frame, receivers sense the strong signal. It leads to less 

possibility that data frame is interfered. In this condition, the retransmission energy cost is 

less but it consumes more energy in transmission. Besides, when nodes use small transmission 

power to transmit data frame, receivers sense the weak signal. It leads to more possibility that 

data frame is interfered. There is higher possibility to retransmit data. The retransmission 

energy cost is higher but it consumes less energy in transmission. 

From the successful transmission probability which we derive in Chapter 3, we derive the 

expected value of transmission energy. When transmission fails, the transmitter retransmits 

several times. It leads to spend more energy in transmitting the same data frame. This 

situation results in energy waste. We want to let the transmission energy cost per byte 

minimum and enhance the utilization of energy. 
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When the transmission of data packet of the transmitter fails, the transmitter will 

retransmit data packet. First, the transmitter retransmits RTS packet and expects reception of 

CTS packet of the receiver. If the transmitter receives CTS packet successfully, it will 

retransmit the data packet which fails before. The retransmission of RTS packet and data 

packet costs additional energy. In order to calculate the expected value of energy consumption 

which results from transmitting data packet, we have to consider the successful probability 

and the energy cost of transmitting RTS and data packet.  

First, we need to know the successful probability and the energy cost of retransmitting 

RTS packet.  

 

Figure 3.9. The RTS interference area (ARTS_i) 

 

As shown in Fig. 3.9, the node A is transmitter and B is receiver. d is the distance 

between the transmitter and receiver. RRTS is the transmission range of the RTS and CTS 

frame. It is maximum transmission range. Rcs is maximum carrier sensing range. Ri is the 

interference range. When the transmitter A transmits RTS packet, the nodes inside the carrier 

sensing range of A will delay their transmission. The transmission of RTS packet of A is not 
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affected by the nodes inside the carrier sensing range of A. The transmission of RTS packet of 

A is only affected by the nodes in the shadow area. We define this shadow area as ARTS_i. It 

represents the interference area of RTS packet. The nodes in ARTS_i can transmit packets when 

A transmits RTS packet. The transmission of the nodes in ARTS_i is able to affect the RTS 

transmission of A. When the RTS transmission of A and the transmission of the nodes in 

ARTS_i occur at the same time, node B will sense these two transmissions. However, node B 

does not know the signal which it senses from one node or two nodes. Node B considers the 

signal which it senses from one node. When node B receives the signal of node A first, it will 

think the signal of the nodes in ARTS_i as the signal of node A. When node B receives the 

signal of the nodes in ARTS_i first, it will think the signal of node A as the signal of the nodes in 

ARTS_i. When the first situation occurs, node B correctly identifies the signal of node A. The 

signal of the nodes in ARTS_i does not affect that of node A because node A is closer to node B 

than the nodes in ARTS_i and the signal strength of node A is stronger than that of the nodes in 

ARTS_i. The transmission of node A are not affected. When the second situation occurs, node B 

does not correctly identify the signal of the nodes in ARTS_i. The signal of node A affects that 

of the nodes in ARTS_i because node A is closer to node B than the nodes in ARTS_i and the 

signal strength of node A is stronger than that of the nodes in ARTS_i. So we first derive the size 

of ARTS_i, and then calculate the successful probability of transmitting RTS packet. 

From Fig. 3.9, we can obtain Eqs. 3-37, and 3-38. 
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( ) θθππ sin2 22
_ cscscsiRTS dRRCDEFRA +−=−=  (3-37) 

In session 3.4, we define A as the size of the wireless network area, PT as the probability 

that a node wants to transmit data and there are N nodes in this wireless network area. Hence, 

There are N*PT*ARTS_i /A nodes which want to transmit data in ARTS_i. We derive that the 

probability of one node can use the channel is A/ (N*PT*Acs), so when the transmitter A 

transmits RTS packet, the probability of nodes transmitting data in ARTS_i is the Eq. 3-39. 
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Here we define the probability of node B receiving the signal of node A first as 

P(RTST_First), the successful probability of node A transmitting RTS packet as P(SRTS) and the 

failure probability of node A transmitting RTS packet as P(FRTS). The formula of P(RTST_First) 

is Eq. 3-40. 
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There are N*PT*ARTS_i /A nodes which want to transmit data in ARTS_i, and the transmitter 

A has to compete with these nodes to make its signal arrive in node B first. So P(RTST_First) is 

the probability of nodes transmitting data in ARTS_i multiplied by 1/ (N*PT*ARTS_i /A +1). 

However, the formula of P(SRTS) and P(FRTS) are shown as: 
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When the transmitter A transmits RTS packet, it will expect reception of CTS packet of 
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the receiver B. If the transmitter A does not receive CTS packet of the receiver B during 

specific expiration time, A will retransmit RTS packet and the STA short retry count (SSRC) 

of A will be increased. The value of SSRC at most reaches the value of dot11ShortRetryLimit. 

When transmitter sends RTS packet dotllShortRetryLimit times but it does not receive CTS 

packet of receiver, it will consider this transmission error. We define the expected value of 

energy consumption of transmitting RTS packet as RTSE . The formula of RTSE  is 
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where ShortRetryLimit is the value of dotllShortRetryLimit, and ERTS is the energy cost of 

transmitting a RTS packet. 

We are able to simplify Eq. 3-43 to the Eq.3-45 by Eq.3-44. 
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Now, we can use RTSE  to calculate the expected value of energy consumption of 

transmitting data packet. First, we define the expected value of energy consumption of 

transmitting data packet as dataE . When a transmitter transmits data packets, it will expect 

reception of the ACK packet of the receiver. If the transmitter does not receive the ACK 

packet of the receiver during specific expiration time, it will retransmit RTS packet and the 

STA long retry count (SLRC) of the transmitter will be increased. The value of SLRC at most 

reaches the value of dot11LongRetryLimit. When the transmitter sends data packet 

dot11LongRetryLimit times but it does not receive the ACK packet of the receiver, it will 
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consider this data transmission error. The formula of dataE  is below. 

dataE  = the energy cost of transmitting data first time + the energy cost of retransmitting 

RTS first time * the failure probability of transmitting data packet first time + the energy cost 

of transmitting data second time * the failure probability of transmitting data packet first time 

* the successful probability of retransmitting RTS first time + …… 

Hence, we derive the Eq. 3-46. 
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Where Edata is the energy cost of transmitting a data packet, and LongRetryLimit is the value 

of dotllLongRetryLimit. The additional energy cost of retransmitting RTS packet is RTSE . 

Only when the data transmission of the transmitter fails, the transmitter needs to retransmit 

RTS packet. The probability which the data transmission of the transmitter fails is P(Fdata). 

The second data retransmission occurs when the RTS retransmission of the transmitter 

successes. If the RTS retransmission of the transmitter fails, the transmitter does not 

retransmit data packet. Hence, the probability of second data retransmission is the failure 

probability of first data transmission multiplied by the successful probability of first RTS 

retransmission. The failure probability of first data transmission is ( )dataFP . The successful 

probability of RTS retransmission is ( )( )tryLimitLong
RTSFP Re1− . The probability of second data 

retransmission is ( ) ( )( )tryLimitLong
RTSdata FPFP Re1−× . We derive the formula of dataE  by the 
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same step. In the following session, we use the formula of dataE  to count the adaptive power 

level to transmit data. 

3. 2. 2. The Optimal Transmission Power to Reduce Energy Consumption 

This session introduces APCM (Adaptive Power Control Mechanism) proposed to 

choose adaptive power level. APCM includes the method to estimate the distance between a 

transmitter and a receiver and the method to calculate adaptive transmission power.  

There are five steps in the APCM. 

Step 1: Receivers sense the signal strength of RTS frame and record it in CTS frame. 

Step 2: Transmitters estimate the distance between the transmitter and the receiver from the 

signal strength information of step 1. 

Step 3: Transmitters compute the minimum transmission power level (Pt_min) which is able to 

transmit data to the receiver. 

Step 4: Transmitters compute the enough transmission power level (Pt_enough) which makes 

interference range equal to zero. 

Step 5: Transmitters estimate the adaptive power level by computing the expected value of 

energy consumption of each different power level between Pt_min and Pt_enough 

The step 1 is the mechanism in order to obtain the necessary information which is used 

to estimate the expected value of energy consumption. When a receiver receives the RTS 

frame from a transmitter, it is able to sense the signal strength of the RTS frame and records 

the signal strength in the CTS frame. The transmitter knows the quality of channel between 

the transmitter and receiver from this step. The transmitter is able to derive the distance 

between the transmitter and receiver from this information. We derive the equation of the 

distance between the transmitter and receiver from the two-ray propagation model. The 

equation 3-50 is the formula of the distance. 
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Transmitters transmit the RTS frame by maximum available power level, so Pt is Pt_max. 

Transmitters get Pr from the CTS frame. From the Eq. 3-50, transmitters calculate the 

distance d between the transmitter and receiver in step 2. Steps 3, 4, and 5 are the mechanisms 

to estimate the expected value of energy consumption. From the distance d between the 

transmitter and receiver, we calculate the value of Pt_min. Pt_min is the minimum transmission 

power level which is able to transmit data across the distance between the transmitter and 

receiver. This value is obtained from the formula of the two-ray propagation model. We get 

the formula of Pt from the two-ray propagation model. The Equation 3-51 is the formula of Pt. 

22

4

rtrt
rt hhGG

LdPP =   (3-47) 

where Pr is the receiving threshold. It is the minimum signal strength which receivers are able 

to identify data correctly. We assume that the nodes in the networks are homogeneous. The 

receiving threshold is the same for the all nodes in the networks. Hence, Pr has been known. d 

is derived in step 2, so we can calculate the value of Pt_min. by Eq. 3-51. 

Step 4 is the mechanism which calculates the enough transmission power level (Pt_enough). 

Pt_enough is the transmission power level which makes the interference range equal to zero. 

When transmitters transmit data frame by Pt_enough, the interference range is equal to zero. If 

transmitters use stronger transmission power to transmit data frame, the interference range 

also equals to zero. There is no effect in enhancing transmission power. Transmitters waste 

energy when they use stronger transmission power than Pt_enough because the interference 

range has been zero since transmission power level reaches Pt_enough. We derive the formula of 

the interference range Ri by Eq. 3-14. 

We assume that the nodes in the networks are homogeneous. Hence, Ptmax, and 
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SNR_TRHESHOLD have been known. The distance between the transmitter and receiver is 

derived in step 2. This is the value of d(t,r). αt and αi could be derived from the distance d(t,r). 

By the equation 3-14, we calculate the value of Pt_enough when we set Ri equal to zero. The 

expected value of energy consumption is calculated in step 5. Transmitters estimate the 

adaptive power level by computing the expected value of energy consumption of each 

different transmission power level between Pt_min and Pt_enough. The formula of computing the 

expected value of energy consumption is derived in Session 3.2.1. 

 

Figure 3.10. Flowchart of APCM to choose the adaptive transmission power 

Figure 3.10 is the flow chart of APCM. The level is the delicate degree between adjacent 

power levels. When the value of level is big, it represents that there are many power levels 

which transmitters are able to choose to transmit data. In this situation, transmitters are able to 

select more precise adaptive transmission power level and the effect of APCM is better. 

 

3.3. Simulation Results and Performance Evaluation 

This session introduces the simulation environment, the parameters of the simulation 

network, the simulation results and analysis of these results. 



 84

3.3.1 Simulation Environment 

We use ns-2 with the CMU wireless extension to validate the performance of APCM. 

The network size is 1000x1000 square meters. The channel bit rate is 11 Mbps. Packet size is 

2k bytes. Each flow in the network transmits CBR (Constant Bit Rate) traffic. Radio 

propagation model is two-ray ground model. The two-ray ground model considers both direct 

path and ground reflection path. It is shown in [TS02] that this model gives more accurate 

prediction at a long distance than the free space model. We do not consider multi-path fading 

and shadowing in our simulations since they are minor factors in the open space environment. 

We set maximum transmission power Pmax 15dbm.This value depends on ORiNOCO 802.11b 

client PC card specifications and the specification of the 802.11g USB card of ZyXEL, G-220. 

Their maximum transmission power is close to this value. The maximum transmission range 

is 80 meters. This value depends on the specification of the 802.11g USB card of ZyXEL. It 

also depends on our measurement experience in the playground. We measure the maximum 

transmission distance in the playground to be almost 80 meters. In addition, we set the 

minimum signal power needed for carrier sensing is -74.9dbm. The maximum carrier sensing 

range is 265 meters when transmitters transmit frame by Ptmax. The default values of the 

maximum transmission range and maximum carrier sensing range are 250m and 550m in ns2. 

Nevertheless, we think that the two default values in ns2 are too big to conform to the reality 

situation. We think that it is more reasonable that the maximum transmission range is set 80 

meters. That is the reason that we set the value of the maximum transmission range and 

maximum carrier sensing range 80m and 265m. These values result in that the minimum 

signal power needed for successful reception is -63.36dbm and the minimum signal power 

needed for carrier sensing is -74.9dbm. These values approximately equal to those in [JV01]. 

The value of SNR_Threshold is 10. This value is the same as [KM02] and [JB04]. Table 3.4 
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lists all simulation parameters. 

 

Table 3.4. The parameters of simulation network 

Description Parameter Value 
Maximum transmission Power Pmax 0.031622777 (W) = 15dbm 

Receive Power Pr 

Ld
hhGGPP rt

rttr 4

22

=  

Minimum signal power needed for 
successful reception 

PRXThresh_ 4.60835e-10 (W) = -63.36dbm 

Minimum signal power needed for 
carrier sensing 

PCSThresh_ 3.24625e-11 (W) = -74.9dbm 

Maximum transmission range Rtx 80m 
Maximum carrier sensing range Rcs 265m 

SNR threshold  SNR_Threshold 10 
Antenna gain factor Gt, Gr 1 

Antenna height above the ground ht, hr 1.5m 
Frequency  Freq 2.472e9 

Signal wavelength λ 0.121m 
Cross-over distance for Friss and 

two-ray ground models 
dcrossover 233.67m 

The probability from transmitting 
status to transmitting status 

PTT 0.1 

The probability from transmitting 
status to idle status 

PTI 0.9 

The probability from idle status to 
transmitting status 

PIT 0.1 

The probability from idle status to 
idle status 

PII 0.9 

System loss L 1 
Max retransmissions R 4 

Nodes N 100 
Network size A 1000m × 1000m 

Radio propagation speed A 3×108 m/s 
Radio speed C 11Mbps 

Data size  2000 bytes 
Data rate  10kbps 

 

3.3.2. Simulation Results 

We set the distance between the transmitter and the receiver 10m, 20m, 30m, 40m, 50m, 

60m, and 70m to measure the performance of APCM. There are 98 nodes exclusive of the 
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transmitter and the receiver distributed randomly in the simulation network. The positions of 

these 98 nodes are chosen randomly and they are not changed during the simulation time. The 

transmission between the transmitter and the receiver is always transmitting and it is not 

changed by the probability PTT, and PIT. The behavior of other nodes is changed by the 

probability PTT, and PIT. We observe the interference relationship between the transmitter and 

other nodes. 

Depending on the parameters listed in Table 5, we run the simulation 100 times and each 

simulation time is 500 seconds. We measure the transmission between the transmitter and the 

receiver. The measurement metrics are energy consumption of the transmitter, throughput 

between the transmitter and the receiver, and energy consumption per byte of the transmitter. 

 

Figure 3.11. Energy consumption of the transmitter 

Figure 3.11 is energy consumption of the transmitter of 802.11 and APCM in different 

distances. We are able to observe that when the distance between the transmitter and the 

receiver is small, APCM can save a great quantity of energy. When the distance between the 

transmitter and the receiver is bigger, the ratio of energy saving is lower. This phenomenon 

represents that when the distance between the transmitter and the receiver is small, 802.11 

wastes a lot of energy in using stronger power level to transmit data. APCM can save up to 

81.02 percent energy in this case. 
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Table 3.5. The result of energy consumption of the transmitter 

 10m 20m 30m 40m 50m 60m 70m 

802.11 0.20224 0.20264 0.203 0.20322 0.20365 0.20391 0.20425 

APCM 0.03838 0.04669 0.06008 0.0786 0.10284 0.13162 0.16593 

The 
ratio of 
energy 
saving 

81.02% 76.96% 70.40% 61.32% 49.50% 35.45% 18.76% 

 
 
 

 
Figure 3.12. Throughput between the transmitter and the receiver 

Figure 3.12 is the throughput between the transmitter and the receiver. We observe that 

when the distance between the transmitter and the receiver is big, the throughput of APCM is 

lower than that of 802.11 by 0.32 percent. This throughput loss is the cost of energy saving. 

The throughput loss is a small quantity and affects the performance of the wireless network a 

little. 
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Figure 3.13. Energy consumption per byte of the transmitter 

Figure 3.13 is energy consumption per byte of the transmitter of 802.11 and APCM in 

different distances. We are able to observe that when the distance between the transmitter and 

the receiver is small, APCM can save a great quantity of energy consumption per byte. When 

the distance between the transmitter and the receiver is bigger, the ratio of energy saving is 

lower. It represents that when the distance between the transmitter and the receiver is bigger, 

adjustable power level is almost the same Pmax. The saving energy is littler than that of small 

distance. 

Table 3.6. The result of energy consumption per byte of the transmitter 

 10m 20m 30m 40m 50m 60m 70m 

802.11 3.18*10^-7 3.18*10^-7 3.19*10^-7 3.19*10^-7 3.20*10^-7 3.20*10^-7 3.22*10^-7 
APCM 6.03*10^-8 7.34*10^-8 9.44*10^-8 1.24*10^-7 1.62*10^-7 2.07*10^-7 2.63*10^-7 

The ratio 
of energy 
consumpti
on per byte 

81.04% 76.92% 70.41% 61.13% 49.375% 35.31% 18.32% 

 

3.4. Discussion 

 In this thesis, we have derived the relationship between transmission power and 

interference range by mathematical models. We derive the scope of interference area from the 

value of interference range. We also propose some mathematical models to present the 

relationships between transmission power and interference area. By these models, we estimate 
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the probability of transmission success and calculate the expected value of energy 

consumption. In addition, we propose APCM mechanism to evaluate the optimal transmission 

power level to minimize the whole of energy consumption and satisfy the quality of service in 

Ad hoc wireless networks. As shown in the simulations, up to 32 percent energy can be 

conserved, packet loss rate will be reduced 6 percent and enhances the utilization of energy to 

22 percent. 

There are some issues in this thesis that we can improve in the future: 

1. In this thesis, we model the relationship between the transmission power and interference 

area. We discuss the influence of interference on transmission. In addition, there are still 

some other reasons to result in unsuccessful transmission. For example, collision also results 

in failure of transmission. We should add the influence of collision on transmission into our 

model. 

2. We discuss the energy consumption of transmitters in this thesis. Transmitters use the 

adaptive power level to transmit data in order to save energy. Nodes consume energy not 

only on transmitting data, but also on receiving data. We do not model the energy 

consumption on receiving data. We should add this energy consumption into our estimated 

energy consumption. This lets our model more close to reality. 

3. In this thesis we discuss transmission energy consumption between two adjacent nodes. 

In fact, energy consumption of nodes also depends on the routing path. We also should 

consider the method of choosing routing path into our model. 
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Chapter 4 

Power Control by Probing Radius Adjustment in Probing 

Environment Sensor Networks 

 

 

  Micro-sensors and low-power wireless communications techniques have enabled 

dense deployment of distributed sensor nodes in large-scale wireless sensor networks (WSNs). 

With limited memory, constrained computing power and short battery lifetime, the sensor 

nodes perform significant signal processing, network self-configuration and certain 

computations to achieve objectives of robustness, scalability, and lifetime extension [AD02]. 

Therefore, the most challenging issue in WSNs is limited and un-rechargeable energy 

provision, many researches effort aim at improving the energy efficiency from different 

aspects. It is desirable to develop energy-efficient processing techniques that minimize power 

requirements across all levels of the protocol stack and, at the same time, minimize message 

passing for network control and coordination. In general, the energy efficiency challenges 

encountered in building WSNs can be categorized under four classes: 

1. Hardware design: This category includes the entire range of design activities related to the 

hardware platforms that comprise WSNs. MEMS sensor technology is 

an important aspect of this category. Digital circuit design and system 

integration for low power consumption are also important issues [GM98] 

as well as design of a low power sophisticated RF front end and 

associated control circuitry. 

2. Applications: WSNs are always required to satisfy applications’ requirements. 
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Unfortunately, to improve the qualities of these requirements usually 

lead to the heavy burden in energy consumption. Therefore, some 

algorithms designed for WSNs often sacrifice application-desired 

qualities to save energy in order to prolong the operational lifetime of 

these networks. 

3. Routing Protocols: Several energy-aware routing protocols have been proposed to capture 

the requirement of reducing route cost in terms of energy consumption. 

Some protocols [WA02, SN02, JW02, AT99] use clustering schemes to 

save energy for static sensor networks by reducing data redundancy and 

balancing energy consumption. Moreover, protocols proposed by 

Manjeshwar and Agarwal [AD01, AM02] try to reduce the number of 

transmissions by using threshold- sensitive schemes. 

4. Network deployments: Deployment of WSNs can be in random fashion or planted manually. 

Regular grids (square, triangle, hexagon) and uniformly random 

distributions are widely used analytically tractable models. Regular grids 

overlaid with Gaussian variations in the positions may be more accurate. 

In general, uniformly random distributions with equilibrium density of 

sensor nodes will avoid heavy data redundancy in high density of sensor 

nodes and weak network topology in low density of sensor nodes. 

The exploitation of sleeping modes [CS99, CT01] is imperative to prevent sensor nodes 

from wasting energy in receiving packets unintended for them. Combined with efficient 

medium access protocols, the “sleeping” approach could reach optimal energy efficiency. F. 

Ye, et al. [FJ03] propose the probing environment sensor network (PEAS) to maintain a 

necessary set of working nodes and turning off redundant ones. Each sensor node has three 

operation modes: Sleeping, Probing and Working. Each sleeping node wakes up in a while to 
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probe its neighborhood and to find out whether there already exists a working neighbor within 

a local probing range. Then, the node decides whether itself should start working or go back 

to sleep. Therefore, sleeping nodes can replace any failed working nodes as needed. The 

probing environment technique extends a sensor network’s lifetime linearly proportion to the 

number of deployed sensor nodes since this technique consumes only slight energy and 

withstands a large number of sensor node failures. 

Base on the operation of probing environment sensor networks, the deployment of 

working nodes will be uniformly random distribution on condition that these nodes own 

equivalent probing range. The density of working nodes is adapted to their probing range, and 

the probing range can be adjustable by signal power of the probing messages. To settle 

appropriate probing range is a significant factor in these dimensions of power consumption, 

sensing rate and scalability of WSNs: 

1. Power consumption: to increase sensor nodes’ probing range will lead to the fewer 

working nodes. In this condition, more sensing nodes in sleeping mode can save their 

energy power, but working nodes will spend larger energy to process and transmit the 

sensing data. Fewer working nodes can avoid data redundancy and mutual interference. In 

this paper, we use mathematical analyses and simulation results to prove the whole power 

consumption of WSNs will reduce exponentially while the probing range is enlarged. 

2. Scalability: to increase sensor nodes’ probing range will lead to the longer distance 

between working nodes. If the distance between working nodes is larger than the 

transmission range of these working nodes, the scalability of WSNs will be disintegrated 

because working nodes can not forward their sensing data to the base station by their 

neighbor working nodes. In this paper, we will prove that if the radius of probing range is 

larger than 31  radius of transmission range, the scalability of WSNs will be 
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disintegrated. 

3. Sensing Rate: If the probing range is more than the sensing range, these sensing ranges of 

all working nodes can not cover all sensing area. It will lead to parts of sensing area in 

where the data will not be sensed called dead areas. The sensing rate (SR) of WSNs is 

defined as the ratio of the data can be sensed to the sensing data in the sensing area of 

WSNs. The requirement of WSNs’ SR is application specific, i.e., the SR must be 

sufficient to satisfy applications’ requirement. For example, the SR requirement of 

precision tactical surveillance is different from that required for a periodic 

weather-monitoring task. When the sensing data is distributed uniformly over the sensing 

region, the SR of WSNs can be obtained by 

 

areagsen
areasdeadSR

sin
1−=

. (4-1) 

To enlarge the probing range in WSNs is efficient in reducing the power consumption, but 

it is unfavorable to the network scalability and sensing rate. In this paper, we formulate the 

influences of sensor nodes’ probing range upon energy consumption and sensing rate of 

WSNs by mathematical models. According to these formulae, a probing radius adjusting 

mechanism “PRAM” is proposed to control the trade-off between energy efficiency, network 

scalability and sensing rate. By this mechanism, the desirable probing range can be presented 

to minimize the energy consumption based on the premise that the required sensing rate and 

scalability of WSNs can be satisfied. 

4.1. Assumptions and Network Models 

 In order to explicitly formulate the features in terms of SR and energy consumption in 

PEAS, we assume reasonably that WSNs conform to these conditions: 
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1. Sensor nodes are positioned randomly in a two-dimensional sensing area, and all of them 

are stationary. 

2. Sensor nodes are equipped with wireless transmitters and receivers using antennas that 

are omni-directional (i.e., isotropic radiation). 

3. All sensor nodes are homogeneous, i.e., they have same physical property, transmitting 

range, sensing range, probing range and power capacity. 

4. The sensing data is distributed uniformly over the sensing area (i.e., there is same 

quantity of sensing data in each unit of sensing area). 

5. The density of sensor nodes is enough such that the whole sensing area can be covered by 

the sensing rages of these nodes. 

6. The density of sensor nodes is enough such that sensing data of each sensor node can be 

either directly transmitted to the base station or forwarded by its neighbor sensor nodes 

within its transmission range. 

 Consider the WSN composed by a set V  of sensor nodes, with nV = . Nodes are 

deployed in a 2-dimensional square sensing area R  with each side measuring l , i.e., 

2lR = . The working range of a working node is defined as the range around this working 

node, such that all the points in the range are closer to this working node than any other 

working node. The neighbors of a working node are these working nodes which working 

ranges are neighbor with this working node’s working range. Because all sensor nodes own 

same probing range, working nodes are distributed uniformly. Therefore, by Voronoi diagram 

[FR00], the working range of each working node is either a hexagon or a square grid. In this 

paper, we characterize the essential features of sensor network by the hexagon working range; 

there are same features in the square grid working range. 

Some property parameters are defined in our model: 
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1. PR  is the radius of sensor node’s probing range. 

2. TR  is the radius of sensor node’s transmission range. 

3. SR  is the radius of sensor node’s sensing range. 

4. WN  is the number of working nodes in the WSN. 

5. WA  is the working range. 

6. ND  is the distances from a working node to its neighbors. 

: working node
: probing area
: working area

(a) Maximum working area in hexagon

_ _3N hex P hexD R=

(b) Minimum working area in hexagon

_
1
2 P hexR

_ _N hex P hexD R=_P hexR

 

Figure 4.1. The working area in a hexagon. 

 

As shown in Fig. 4.1, the length of each edge in the hexagonal working range is ND
3
3 . 

Therefore, the working range is 

2

2
3

NW DA = .  (4-2) 

 Base on the operation of PEAS, ND  is maximum when its neighbor nodes are located 
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on the edge of its probing range, as Fig.4.1(a), and the value is PR3 . Whereas ND  is 

minimum when its neighbor nodes are located on the edge of its working range, as shown in 

Fig. 4.1(b), and the value is PR . Therefore, the boundary of ND  is 

PNP RDR 3≤≤   (4-3) 

Since the neighboring working nodes are randomly distributed inside the area according 

to the boundary of ND , the probability density function (PDF) of ND  is 
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Therefore, the expectations of ND  and WA  can be obtained by Eq. 4-5 and 4-6. 
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When the sensing area R  is hugely more than WA , the approximate value of WN  is 
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Therefore, the approximate expectation of WN  can be obtained by 

))1ln()
3

3(ln(
3
2)(

3
2][ 2

3

22
PPP

N

R

R
P

N

N
W RRR

RDd
R
D

D
RNE P

P

−=≈ ∫ .  (4-8) 

 Moreover, in order to meet the assumption 6 (i.e., for each working node, at least one 

working node or base station must be located in the transmission range of this node), ND  

must be less than TR . By Eq. 4-3, PR  has an upper boundary as 

TP RR
3

1
≤ .  (4-9) 
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4.2. The Power Consumption Analyses and Formulae 

We use the radio model proposed in [WA00, SC02] to formulate the power consumption 

in the sensor node’s physical property. Let pE  is the power consumption of receiving and 

transmitting a bit of message. It can be expended: 

( , ) ( , ) ( )k
p T t T r amp T t rE D k E D k E Dα α α= + = + + , (4-10) 

where TD  is the reliable distance of radio propagation, tα  and rα  are per bit energy 

dissipation (in pico-Joule, pJ) in the transmitting and receiving modes respectively, ampα  is 

the per bit energy consumption (in pico-Joule, pJ) for the transmitting amplifier. The values of 

these parameters depend on the physical property of sensor nodes. 

In WSNs, let nE  is the power consumption of a bit sensed data sensed and transmitted 

to the base station. It can be expended by: 

n p SN TNE E W W= × × , (4-11) 

where SNW  is the number of working nodes sensed this bit data. Because sensing data and 

working nodes are distributed uniformly over the sensing area. The expectation value of SNW  

is estimated as Eq. 4-12. TNW  is the number of working nodes along the routing paths from 

the sensing node which sensed this bit data to the base station. The approximated value of 

TNW  is as Eq. 4-13, where BD  is the distance from this bit data to the base station. 

R
RNW SW

SN

2π×
=

 (4-12) 

N

B
TN D

DW ≈
 (4-13) 

Therefore, by Eqs. 4-7, 4-10, 4-11, 4-12, and 4-13, the energy consumption is expended 
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By Eq. 4-14, the energy consumption depends on the parameter quadruplet 

),,,( pBT RDkD . The optimal pR  can be estimated to minimize nE  by these values of 

parameters TD , k  and BD . The distance of radio propagation TD  can be either constant or 

adjustable depending on the characteristics of each sensor node. If the distance of radio 

propagation is constant, TT RD = ; whereas it is adjustable, NT DD = . The value of k  

depends on the geographical features of sensing area. In free space model, the value of k is 2 

[HF46]. In two ray ground model, value of k is 4 [TSR]. The value of BD  depends on the 

positions of base station and sensed data. We consider two conditions of the base station 

position: at the center of sensing area or the corner of sensing area. BD  in this two 

conditions are represented as _B centerD  and cornerBD _  respectively. Their PDF are as Eq. 4-15 

and 4-16. 
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where 2
0 _

l
D centerB ≤≤

. 

2
_

_
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l
D

Df cornerB
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 (4-16) 

where lD cornerB ≤≤ _0 . 

Table 4.1. Eight scenarios with different values of parameters. 

Scenario 1 centerBD _  

Scenario 2 
TT RD =  

2=k  
cornerBD _  
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Scenario 3 centerBD _  

Scenario 4 
4=k  

cornerBD _  

Scenario 5 centerBD _  

Scenario 6 
2=k  

cornerBD _  

Scenario 7 centerBD _  

Scenario 8 

NT DD =  

4=k  
cornerBD _  

 

We define eight scenarios as shown in table 4.1 to formulate the energy consumption in 

WSNs. These expectations of energy consumption are presented in table 4.2. 

Table 4.2. The expended energy consumptions in eight scenarios. 

Scenario 1 [ ] 3

2
2

9
)13(2)(

P

S
rtTampn R

RlREE ××−
×++=

π
ααα  

Scenario 2 [ ] 3

2
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)13(4)(

P

S
rtTampn R

RlREE ××−
×++=

π
ααα  

Scenario 3 [ ] 3

2
4

9
)13(2)(

P

S
rtTampn R

RlREE ××−
×++=

π
ααα  

Scenario 4 [ ] 3

2
4
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rtTampn R

RlREE ××−
×++=

π
ααα  

Scenario 5 [ ] ⎟
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⎠
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⎝

⎛ +
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Scenario 8 [ ] ⎟
⎟
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⎞
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⎛
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The expectation of nE  will be exponential decreased by the increasing the value of PR . 

In other words, increasing the sensor nodes’ probing range will minimize efficiently the power 
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consumption in probing environment WSNs. By Eq. 4-9, when the radius of sensor nodes’ 

probing range is 31  of the radius of their transmission range, WSNs can minimize the 

power consumption on the maintainability of its scalability. Fig. 4-4 shows the relationship 

between the power consumption and PR  by these parameters listed in table 4.3. 

Table 4.3. The values of energy consumption parameters 

Parameter Value 

SR  50m 

TR  80m 
n  400 
l  300m 

ampα  100pJ/bit/m2 (Free Space Model) 
0.013pJ/bit/m2 (Two Ray Ground Model)

tα  50nJ/bit 

rα  50nJ/bit 

 

 

 

Figure 4.2. The energy consumption in the hexagonal working range model. 
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4.3. The Sensing Rate Analyses and Formulae 

 The power consumption of probing environment WSNs can be reduced as the result of 

increasing sensor nodes’ probing range. Unfortunately, the sensing ranges of fewer working 

nodes can not cover the whole sensing area. It will lead to the dead spaces and reduce the 

sensing rate of WSNs. Therefore, we make efforts to formulate the influence of sensor nodes’ 

probing range on the both power consumption and sensing rate of WSNs. The sensing rate of 

WSNs can be evaluated by the cover rate of sensing ranges as E.q. 4-1. This cover rate is 

irregularly changeable as a result of the WSNs topology changing. It is difficult to evaluate 

the actual cover rate. By our network model, we attempt to define some mathematical 

formulae in the relationship between the probing range and the sensing rate. 

 In our network model, as shown in Fig. 4.2, dead spaces will occur when ND  is not 

less than SR3 , and the dead spaces are also distribute over the sensing area uniformly. By 

E.q. 4-1, the mathematical relationship between ND  and the sensing rate SR  can be 

defined in Eq. 4-17. 

SR

ND

Working Node

Sensing Range

Dead Space

 
Figure 4.3. The dead space in a hexagon model 
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By Eq. 4-7 and 4-17, SR can be decided by the factors SR  and ND  as shown in Eq. 18. 

Because that all sensor nodes are homogeneous, SR  can be defined as a constant value. 

Therefore, we can calculate the expectations of SR by the PDF of ND  shown in Eq. 4. The 

expectations of SR , E(SR), is shown in Eq. 19-23. 
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 There functions 1F , 2F  and 3F  are shown as Eq. 24-26. 
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We present the relationship between the variable of )(SRE  with PR as shown in Fig. 

4-4. When PR  is not more than SR , E(SR) is 1 and the value will be exponential decreased 

by the increasing of PR . 

 

Figure 4.4. The variation of expectative sensing rate 

 

4.4. The operation of PRAM 

The main function of PRAM is to examine the required SR in WSNs by control the value 

of PR . In the session 4.3, we have formulated the relationship between the expectations of SR 

and PR  in E.q. 4-19,20,21,22, and 23. The appropriate value of PR  in the condition to 

satisfy the expectative SR required from applications can be acquired by these formulae. The 
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flow chart of PRAM is shown in Fig. 4.5. 

 
Step 1. Input the values of E(SR) and SR  
Step 2. Find the maximum of PR  which satisfies E.q. 4-23. 

If PR  is existent Then go to Step 8. 
Step 3. Find the maximum of PR  which satisfies E.q. 4-22. 

If PR  is existent Then go to Step 8. 
Step 4. Find the maximum of PR  which satisfies E.q. 4-21. 

If PR  is existent Then go to Step 8. 
Step 5. Find the maximum of PR  which satisfies E.q. 4-20. 

If PR  is existent Then go to Step 8. 
Step 6. Find the maximum of PR  which satisfies E.q. 4-19. 

If PR  is existent Then go to Step 8. 
Step 7. SP RR =  

Step 8. If PR  more than TR
3

1  Then TP RR
3

1
=  

Step 8. Output PR  

Figure 4.5. The Flow Chart of PRAM 

 

In these steps 2-6 of PRAM, we try to find the maximum value of PR  to result in the 

desired expectation value of SR. Because the expectation of nE  will be exponential 

decreased by the increasing of PR , the desirable probing range can be presented to minimize 

the energy consumption based on the premise that the required sensing rate can be satisfied. If 

the value of PR  is not existent in steps 2-6, its value will be set to SR , it is the maximum 

value to result in the expectation value of SR is 1. Therefore, the operation of PRAM can 

calculate the appropriate value of PR  to satisfy the expectative SR required from 

applications and minimize the power consumption in order to extend the lifetime of WSNs. 

4.5. Simulation 

In this section, we demonstrate how PRAM improves the performance of PEARS in 
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satisfy the applications sensing rates. We use ns-2 simulator with the CMU wireless extension 

to validate the performance of PRAM. Some relational parameters are listed in table 4. We 

assume the sensing rates of application requested are 1, 0.7, and 0.5. By the operation of 

PRAM, the appropriate values of PR  can be obtained which are 50, 57.4 and 86.7. As shown 

in Fig. 4.8, we present the variations of sensing rate in four different conditions: non-pease, 

PR  = 50, PR  = 57.4, and PR  = 86.7. 

Table 4. 4. The parameters of simulation network 

Description Parameter Value 
Sensing Area sSA  50*50 ( 2m ) 

Energy of each sensor node SE  100000 dbm 
Number of sensor nodes SN  2000 

Sensing range radius SR  5 (m) 
Transmission range radius TR  8 (m) 

 

As shown in Fig. 4.8, when the requested sensing rates are 1, 0.7, and 0.5, the life times 

will be about 4, 7, and 12 times than non-peas environment. Simulation results show the 

values of probing radius obtained by PRAM can satisfy the sensing rates required by 

applications and extend the life times of sensor network. 
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Figure 4.6. The sensing rates in different probing ranges. 
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Chapter 5 

A New Energy-Proportional Routing Approach in Sensor 

Networks 

 

 

 This chapter proposes an energy-proportional routing (EPR) algorithm, which 

effectively extends the lifetimes of sensor networks. The algorithm makes no specific 

assumption on network topology and hence is suitable for improving sensor networks with 

clustering. To optimally utilize energy, clusters that conserve energy are ideal candidates as 

intermediate units for forwarding data from others. To balance the load, first, the proposed 

algorithm predicts energy consumption of each node in each round. Then the algorithm 

controls the energy consumption of each unit as close as possible to the threshold 

representing the energy utilization mean value among clusters. Finally the algorithm checks 

satisfaction of the energy constraints in terms of distances and predicted data amounts. The 

proposed algorithm performs routing by determining whether a cluster head or a node should 

either undertake forwarding tasks or transmit data to intermediate hops. In this way, energy 

dissipation is evenly distributed to all units and the lifetime of the whole wireless sensor 

network is ultimately extended. The algorithm applies hierarchically to different levels of 

network topology. In addition to experiments, the mathematical proofs of lifetime extension 

by the proposed routing algorithm are given in accordance with three widely accepted 
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criteria – total energy dissipation, the number of live nodes in each round and the throughput 

(data amount per round). 

 In the field of sensor networks, energy-awareness schemes are more and more complex 

and important [1-9]. Among the sensor network clustering algorithms [WA02, PC98, HI03, 

IW02, GM03, SK02], the generalized and improved LEACH [WA02] from [WC00, WS00, 

WH00] is a typical example of an effective clustering scheme for energy reduction purposes. 

In [WA02], sensor nodes are partitioned into clusters each of which has a cluster head 

responsible for aggregating data from its members. The cluster head then compresses the 

aggregations and sends the compressions to the base station. Based on the distributive 

algorithm, the nodes are randomly selected as cluster heads in accordance with the 

probability distribution proposed in [WA02]. After the LEACH algorithm, successive ideas 

for energy-efficient clustering and routing algorithms are proposed [SK02, SL02, OS04, 

OY04, SD05]. In [SK02, SL02], the PEGASIS algorithm, starting at the farthest node, a 

chain is formed greedily so that data from each node arrives at the leader node and the leader 

aggregates the data for sending to the base station. The leader in PEGASIS is the top 

confluent node that aggregates multiple chains’ data. The leader passes a token to the end 

node of a branch path to aggregate data along that path. Other confluent nodes exist in 

different levels of hierarchy. Only confluent nodes at a level will be active in the next level. 

We can regard the group of a confluent node along with its sub-chains before it as a special 

type of cluster in which multi-hop intra-cluster routing is performed and hence we regard 

confluent nodes as cluster heads such that inter-cluster routing is performed. 

 In [OS04, OY04], the HEED algorithm periodically selects cluster heads according to a 

hybrid of the node residual energy and the cost such as node proximity to its neighbors or 

node degree. At the beginning, tentative cluster heads are randomly selected among nodes 

with higher residual energy. The member nodes within the communication range of a cluster 
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head join the cluster head according to the cost called average minimum reachable power. 

Cluster nodes iteratively double its probability to be a cluster head until the probability 

reaches 1. A tentative cluster head becomes a final cluster head when the probability reaches 

1. The HEED algorithm primarily contributes to clustering and there is not specific routing 

algorithm proposed for HEED in [OS04, OY04].  

 The BCDCP algorithm [SD05], by selecting among the nodes with larger energy level 

than the average, the most distant pair of nodes, say s1 and s2, form subsequent two clusters 

and group each of the remaining nodes in the current cluster with either s1 or s2, whichever 

is the closest. This binary splitting continues until enough clusters are formed. After the 

clusters are formed, the multi-hop routing among the clusters uses the minimum spanning 

tree approach then randomly chooses a cluster head to aggregate and forward all the data to 

the base station. 

 We discuss intra-cluster and inter-cluster communications of related works [OS04, 

OY04, SD05] as follows. Elegant methods of clustering and routing were proposed in 

[WA02, PC98, HI03, IW02, GM03]. Clustering algorithms such as those in [OS04, OY04, 

SD05] group sensor nodes with cluster heads regarding either the least energy costs or the 

shortest distances. In [SK02, SL02], the PEGASIS takes greedy method, which means 

selecting the node with the least energy cost as the next hop for forwarding. For inter-cluster 

communication, the BCDCP [SD05] uses the minimum spanning tree as the routing approach 

regarding again the least total energy cost. While assuming packet length and data amounts 

are fixed, these works perform very low-cost clustering. However, the least energy cost does 

not mean the longest lifetime when data amounts and residual energy are not evenly 

distributed especially among heterogeneous sensors. To balance energy loads, in these 

articles sensor nodes either take turns to be a cluster heads or according to a random scheme 

to be selected as cluster heads. For examples, sensor nodes in PEGASIS [SK02, SL02] take 
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turns to be confluent node of different levels and BCDCP [SD05] random selects one among 

cluster heads to forward the final fused data to the base station. Taking turns or random 

scheme makes the cluster heads share energy loads in the whole lifetime of the sensor 

network. However, this fairness does not mean longer lifetime extension if data amounts and 

residual energy of clusters are quite different. The unbalance situation could happen as 

follows. Some clusters or nodes could potentially be busy transmitting data for an extended 

period while others were not. For inter-cluster communication, those clusters that have been 

busy transmitting data will quickly die out due to very low residual energy left. The 

remaining clusters, in contrast, having had less data to transfer, produce few aggregations. 

Consequently, the quality of the sensor network decays dramatically to an unacceptable level 

and the lifetime of the network is reduced. The same situation happens in intra-cluster 

communication when member nodes have variable data amounts and quite different 

transmission distances to their destinations. 

 This chapter proposes an Energy-proportional Routing (EPR) algorithm to overcome 

the above problems. When a source node transmits the gathered data to a destination e.g., the 

base station, via intermediate nodes, the intermediate nodes can evenly share the 

responsibility of the load in a round. We call the concept energy-proportional balance, which 

is different from the balance concepts in [9-13]. The EPR algorithm can be hierarchically 

applied both to intra- and inter-cluster communications. For intra-cluster communication, the 

EPR replaces the least energy cost with the optimal energy proportion for cluster head 

election and communication. The balance concept is also different from [GM03] where the 

clusters are formed according to the nodes’ geometrical deployment. The balancing in 

[GM03] is based on minimal variance of cardinality of clusters since the assumption in 

[GM03] is that all sensor nodes produce data at the same rate. For inter-cluster 

communications, the operation steps of the proposed algorithm are as follows. First, sensor 
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nodes are formed into clusters such as those in many state-of-art clustering algorithms for 

sensor networks [WA02, PC98, HI03, IW02, GM03]. Second, every cluster head predicts the 

amount of data to be transmitted according to the Markov model. This prediction is useful in 

calculating local energy utilization for each cluster head. In some cases, the data amount of a 

cluster is known without prediction before communication. Finally, for those cluster heads 

having higher energy dissipation than the energy mean value, we adopt a novel routing 

algorithm to direct their data to those clusters having been less active for an extended period 

and having much more energy remaining. In this way, total energy dissipation of the sensor 

network is kept evenly distributed and the expected lifetime is extended. 

5.1. Energy Proportional Balance in Sensor Networks 

 In order to understand the relation between the residual energy of a sensor node and the 

cost (the dissipated energy from the sensor node to the other sensor nodes), we define data 

capacity to show this relation in Eq. 5-1. It actually shows the maximal amount of data that 

can be forwarded. 

, 2(1, )
i i

ij total
Tx ij t amp ij

E ED
E d dα α

= =
+ ,  (5-1) 

where Dij,total is the maximum amount of data to be transmitted from node i to node j, Ei is 

the remaining energy in Joules of node i, and ETX(1, di,j) is the additional estimated energy 

dissipation per bit when the bit is transmitted from node i to node j. According to the radio 

frequency transmitting model for energy widely accepted in [WA02, PC98, HI03, IW02, 

GM03], transmitting k bytes across distance d will consume ETX(k, d) = kαt+ kαampd2. 

 To predict sensing data amount rather than to predict energy consumption such as in 

[RB02] of a node in each round, we apply the Markov model to save computation overhead 

since it is much simpler. The computation of prediction itself dissipates energy. Therefore, 
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low complexity is an important requirement for the prediction. The proposed prediction steps 

are as follows: First, we divide the period of a round into T phases each of which is identified 

with a time stamp. From one time-stamp to the next one, the state of a sensor node will 

change (state i changes into state s). During a round, a node’s state transits at each time 

stamp t. By using the Chapman Kolmogorov equations, the t-step transition probabilities are 

represented as 
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t r t r
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=

= < <∑
  (5-2) 

 Therefore, we calculate the summation of all probability ( )t
isP  over T phases to obtain 

the number of time steps that a node stays in state s in a round. Suppose a node at state s each 

time transmits collected ks-byte of data to its cluster head. We obtain the total predicted data 

amount in a round that a node n at state s transmits as: 
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D k P
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.   (5-3) 

 Next, to obtain the predicted data amount of a node, we summate the values Dn
(s) for all 

state s in {1, 2, …, M}. Suppose a cluster is composed of N sensor nodes, the predicted data 

amount of a cluster is as Eqs. 5-3, 5-4. 
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 Here we assume that there are four states (M = 4) in the proposed algorithm. The four 

states and their respective ks’s are defined as follows: 

 
State 1: sensing off, radio off, ks = 0; 
State 2: sensing on, radio off, ks = 0; 
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State 3: sensing on, radio receiving, ks = 0; 
State 4: sensing on, radio transmitting, ks = k. 

 
 These states are sufficient and necessary for predicting the amount of data to be 

transmitted. In inter-cluster communication, only in State 4 can a cluster transmit data to an 

intermediate cluster head or base station while in the other states it keeps sensing or 

receiving. When entering state 4, the data packet of length k bytes is sent. Note that the 

probabilities of transitions among states depend on the past history of sensor nodes. 

Consequently, the probabilities are updated per round in order to be adaptive to the historical 

statistics. We update the probability, used by Eqs. 5-3, 5-4, in the beginning phase of each 

round. 

 We find that the prediction method is very important. The performance of the proposed 

algorithm depends on the method of prediction. If the method of prediction does not 

precisely predict the future amount of data for transmission in each node, energy saving is 

limited. However a trade-off arises in that the time complexity of the prediction algorithm 

also affects the lifetime of sensor network. While calculating a new routing path, all nodes 

must be awake and they must receive topology information from the base station within each 

period. If we execute complex computations in order to acquire precise predictions, it 

consumes more energy. Therefore, we adopt a simple and widely used method – the Markov 

model to predict the data transmissions. There are, of course, other precise prediction 

algorithms. For example, fuzzy algorithms, generic algorithms, and neural network 

algorithms are all good candidates for predictions. However, they are not suitable for sensor 

networks because they waste too much time in learning and obtaining rules. 

 Before introducing the energy-proportion threshold, we introduce how we define the 

utilization ratio of sensor nodes in order to observe the conditions of all sensor nodes 

including cluster heads while working. The equation for the utilization ratio is as follows: 



 114

( )2
,,

,

i predict t amp iji predict
ij

ij total i

D dD
U

D E

α α+
= =

,  (5-5) 

where Di,predict is the predicted amount of data of the node i obtained in E.q. 5-4, and Dij,total 

obtained in Eq. 5-1 is the capacity from node i to node j. We define a threshold value to 

determine whether a node is energy proportionally balanced or not. Equation Eq. 5-6 is for 

calculating the threshold. 
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where Ei is the residual energy of the i-th node, and Ui0 is the utilization ratio of transmission 

from the i-th node to its destination such as the base station. By (1)-(5), the threshold value 

of a round is the proportion of total predicted energy consumption in the total remained 

energy. That is, 
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where summation of Ei,predicted is the total predicted energy consumption for transmission and 

receiving (if with relaying). In fact, the threshold is the average energy utilization proportion 

among sensor nodes when accounting for intra-cluster communication. When accounting for 

inter-cluster communication, it is the average energy utilization proportion among cluster 

heads. Therefore, we arrive at the following trivial proposition to explain how the predicted 

data amount and energy consumption relates to distances. 

 

Proposition 1. The total predicted energy of N-cluster sensor network in a round is the 
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product of the energy-proportional threshold and the total energy remaining. That is, 
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where Di is the predicted data amount. Note that this proposition also holds when we 

consider the intra-cluster communication energy consumption in an N-sensor cluster. 

 An example for determining and applying the threshold in inter-cluster communication 

is as follows. Suppose there is cluster heads A, B, C, D and E with a common destination 

node O such as the base station. Suppose applying clustering and routing that the utilization 

ratios of cluster heads A, B, C, D, E are 22.22%, 62.5%, 13.95%, 28.31%, and 25.% 

respectively, while the residual energy of cluster heads A, B, C, D, E are 2 joules, 1.5 joules, 

2 joules, 0.5 joules, and 1 joule respectively. We then have 29.3% as the mean utilization of 

energy by using Eq. 5-6. Therefore, for load balancing, cluster head B should neither directly 

send its aggregation to the base station nor serves a confluent node for forwarding since its 

utilization ratio is much higher than the threshold. The cluster heads A, C, D, and E who have 

lower utilization ratios than the threshold 29.3% are candidates for sharing load of cluster 

head B. The proposed EPR algorithm then route transmission paths of the network by 

assigning A, C, D, and E as intermediate nodes that forward data from node B. Hence, the 

utilization ratios of A, C, D, and E will increase while B’s will decrease until they are very 

close to ωth 29.3%. Since the EPR consider the total energy-proportional balance among 

clusters, rather than either merely simple balance of energy consumption or communication 

distance, the network lifetime is extended even in scenarios with quite different parameters. 

For this example, cluster B will not quickly die out of energy and the lifetime of the network 

is extended no matter how data amounts and residual energy are distributed. For intra-cluster 

communication, if we replace the role of cluster heads A, B, C, D, and E with common 



 116

sensor nodes in a cluster and to replace the base station as the cluster head, this example also 

show the application of the EPR in intra-cluster communication. 

 In comparing the energy-proportional balance to the related works’ balance issues, we 

explain the differences as the following paragraphs. In the clustering process in the BCDCP 

[SD05], the most two distant sensor nodes in a subgroup are selected as two cluster heads 

then the other sensor nodes select the least distant cluster head to further partition the 

subgroup into sub-twos. If the sub-twos have quite different cardinalities, balancing 

regarding the cardinality is performed. Once enough clusters are formed, the clustering 

process stops. Though cluster members are suppose to have relative short distance to their 

cluster head. However, the distributions of residual energy, data amounts, and 

communication distances in the cluster could have large variances such as in the above 

example. If the variances sustains for an extended period as in the above example, the 

lifetime of using EPR in the sensor network will be extended with additional rounds 

comparing to the original routing. The difference will be more obvious if the scale of the 

sensor networks is getting larger. For the inter-cluster communications in the BCDCP 

algorithm [SD05], minimum spanning tree regarding energy cost is proposed for the purpose. 

There are three ways to approach the energy-proportional balance for BCDCP. First, it is 

easy to apply the EPR to the tree nodes (or cluster head) with branches (or descendent cluster 

heads) if there exists other minimum spanning trees. Second, when determining the 

minimum-spanning tree, the minimum cost is based on the most energy-proportional balance 

rather than on the least energy cost. Finally, to forward the final fused data from other 

clusters to the base station in each round, rather select the cluster that will cause the least 

total energy proportion than take turns. 

 For the clustering process in HEED, the sensor nodes with more residual energy will be 

elected cluster heads. The grouping of clusters is based the least hybrid energy cost. For 
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sensor nodes with variable power level, the cost estimation uses so called average minimum 

reachability power (AMRP) that is the mean power level of the cluster members. There are 

two ways to approach energy proportional balance for the clustering. First, since adopting 

AMRP for clustering still suffers from unbalance problem if the proportions of energy to be 

consumed in the residual energy are quite different, we can replace the AMRP with the least 

energy proportion as cost estimation. Second, apply the EPR algorithm for intra-cluster 

communication. For inter-cluster communication, since there is no specific routing proposed 

in HEED, we also can apply the EPR routing. 

 For PEGASIS chaining, a node searches the nearest sensor for data forwarding. Once 

the next sensor contains little residual energy while itself produces large amount of sensed 

data, it is not suitable to undertake forwarding tasks. Rather than starting at the furthest node, 

starting at the node with largest utilization ratio will extend the network lifetime. Moreover, 

the node with large utilization ratio should neither act as the leader nor a confluent node at 

any hierarchical level of grouping. Thus to approach the energy-proportional balance, rather 

than take turns we should elect the confluent nodes that have enough residual energy and 

thus have relative lower energy consumption proportion. 

 From the above discussions, we know that the energy-proportional balance tackles 

unbalance problems in cluster cardinalities, nodes’ residual energy, communication distances, 

and data amounts concurrently. 

5.2. Operations of the EPR Algorithm 

 In what follows, we are presenting the operations of inter-cluster communications with 

the energy-proportional routing algorithm. The same steps can also be applied to the hierarchy 

of intra-cluster communications by replacing the base station and the cluster head nodes with 

cluster head and common nodes respectively in a cluster. 
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 Shown in Fig. 5.1 is the EPR algorithm where we assume there are N clusters (N nodes 

in intr-cluster communication) in initial rounds. To begin with, we compute the average 

utilization (i.e., Line 3 in Fig. 5.1). Then, we divide the clusters into two groups by comparing 

the average utilization (i.e., Line 4). The two groups are stored in two respective lists SL, the 

group of greater utilization, and SS, the group of less utilization. We sort the members in the 

lists according to the utilization ratio in decreasing order. In the algorithm, the Max() 

operation selects the first cluster head L with the maximum utilization from the list SL (i.e., 

Line 7). The Min() operation selects the cluster head s with the minimum value of utilization 

to be a relaying hop from the group SS (i.e., Line 11). In the next stage, as shown in Line 13 of 

Fig. 5.1, we forward the data of cluster heads L�s of list SL to cluster head s so that utilization 

of s is increased until s reaches the threshold (that is, the average utilization). If it reaches the 

threshold as checked at Line 15, we remove it from the group SS and add it to the queue called 

ReadyQueue (Line 18). If utilization ratio of L is still greater than ωth and thus still has data 

for forwarding, we perform the same procedure to select the next forwarding candidate from 

list Ss until L completely allocates its own data to the other cluster heads for forwarding. We 

can see this from the while loop of the algorithm (line 9 to line 21). It must also satisfy 

Corollary 2, as checked at Line 23, to ensure that the total dissipated energy of forwarding is 

less than that by directly transferring. If the cluster head L satisfies the equation, we remove it 

from the group of high utilization (i.e. relaying method). Otherwise, referring to Line 27, we 

restore the cluster head to their original status as giving up forwarding and directly send its 

data to the destination (base station). When either the group of high utilization or the group of 

low utilization is empty, we finish the algorithm. By summarizing the above time complexity, 

the algorithm takes O(N) time to complete. 

Algorithm Energy-proportional Routing 
Input: AliveNodes: all alive nodes at each round 
Output: R: routing table for every cluster or node 
procedure EPR(r: round) 
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variables 
i, j: cluster head nodes. 
SE: the list of members whose utilization equals the average utilization. 
SL: the list of members whose utilization is greater than the average. 
Ss: the list of members whose utilization is less than the average. 
Av_Util: The average energy-proportion. 

Begin 

01 if(AliveNodes∉∅){//*** 
02   predictData(AliveNodes); 
03   Av_Util ← Compute_average(AliveNodes); 
      //Split AliveNodes into SL and SS  
      //       according to Av_Util 
04   split(SL, SS, AliveNodes, Av_Util);  
05   //To run main program 
06   while((SL ∉∅) and (SS ∉∅)){//@@@ 
07     i  Max(SL); //choose L from SL list 
08     //Check if i reaches threshold 
09     while(utilization(i) > Av_Util){//### 
10     //allocation not complete yet; continue! 
11       j  Min(SS); //choose j from SS list 
12       //forward kij bytes from i via j to BS 
13       kij  forward_data(j, i); 
14       //Check if j reaches threshold 
15       if(utilization(j) == Av_Util){  
16         remove(SS, j); //Remove j from SS and  
17         //insert it to RedyQueue and list SE 
18         insert(ReadyQueue, j); 
19         insert(SE, j); 
20       } 
21     }//### 
22     //check whether constraint Eq.(9) is met 
23     if(constraint(ReadyQueue)==TRUE){ 
24     //update routing table entry R[i,j]=kij 
25       insert(R, kij, i, j); 
26     }else{ 
27       restore(ReadyQueue, j, kij); 
28     } 
29     remove(SL, i); 
30   }//@@@ 
31 }//*** 
End 

Figure 5.1. The EPR algorithm. 

In traditional sensor networks such as those in [WA02, RB02, MA02, ST01, PC98], few 

articles discuss the computation power consumption for obtaining new routing paths since it 

is usually much less than the transmission power consumption. The proposed algorithm 

spends additional time to collect energy load information and performs the threshold 

comparisons for selecting intermediate nodes. These overheads depend on the distances of the 

nodes. Therefore the bottleneck of the proposed algorithm depends on the occupied area and 

the scale of the sensor network. However, in most cases such as those in [SK02, SL02, SD05], 

the base station can identify each node. If the base station can identify each node, during the 

setup phase the base station can undertakes most of the calculations including data amount 
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prediction, the EPR threshold calculation, and routing table generation and broadcasting. 

Therefore, the sensor nodes energy will be used rather in data transmission than in heavy-load 

computation. 

The prediction of data amounts in Line 2 can be done in the base station since the base 

station can identify the nodes from the headers of the received packets. The execution of the 

EPR produces the routing table R. The base station performs execution of the EPR and 

broadcast the routing information to the sensors. The routing is prepared in the so-called setup 

phase in rounds of sensor networks and the execution wont delay the data communication in 

the next phase. All the sensed data are transmitted to the base station in each round in the 

communication phase. The proposed algorithm does not make any assumption on system 

parameters such as packet length, initial battery energy, and the amounts of data packets in 

each round. These parameters are assumed constant in traditional sensor networks. 

5.3. Mathematical Analysis 

 In the following proposition, we show that if the forwarding of a cluster head does not 

save enough energy, we should give it up. Moreover, the proposition provides an important 

judgment constraint in the algorithm in Fig. 5.1. 

Proposition 2. Assume that the total predicted data amount from cluster head i to base station 

is Di. We partition Di into k1, k2, …, km, which will be respectively transmitted to other 

clusters’ heads 1, 2, …, and m for relaying. Define the effective distance of forwarding as: 

2 2
0

1

1 ( )
m

j ij j
ji

k d d
D =

+∑
   (5-9) 

In each round iff the total effective distance is at least (αt+αr)/αamp smaller than the direct 

distance 0id  to the original destination (such as base station), the first life time factor, 
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decreasing the total energy dissipation is satisfied. 
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  (5-10) 

Equation 5-10 is derived as follows. When cluster head i directly transmits Di amount of data 

to the base station, the total energy consumption is 

2
0 0( )i i i amp i i rE D D d Dα α= +   (5-11) 

 When cluster head i transmits Di amount of data to the base station via the other m 

intermediate cluster heads, the total energy consumption is 
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In order that the adjusting method consumes energy less than or equal to the original 

cluster-based method, the following inequality must be satisfied: 

, 0( , ) ( )i via i i iE D m E D≤   

 We reduce it to the following inequality: 
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 The proposed routing algorithm conserves energy since it always checks this inequality. 
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In addition to Proposition 2, we observe that lines 15-19 of the proposed EPR algorithm keep 

the utilization proportion of the relaying nodes lower than the threshold ωth. Suppose in 

round ρ, there are ni[ρ] nodes j’s that send their data Dj[ρ] to node i for relaying, the total 

consumed energy including transmitting and receiving of cluster i is 

, , ,

[ ] [ ]
2
0

1 1

[ ] [ ] ( ) [ ]
i i

i predicted i Tx i Rx

n n

i j ti amp i ri j
j j

E E E

D D d D
ρ ρ

ρ ρ α α α ρ
= =

= + =

⎛ ⎞
+ + +⎜ ⎟

⎝ ⎠
∑ ∑  

where Di[ρ] is the predicted data amount locally at cluster i and the summation 
[ ]

1

[ ]
in

j
j

D
ρ

ρ
=
∑  

is the total received data amount from node j’s for relaying. 

 As shown in Fig. 5.1, the EPR algorithm ensures that this energy consumption is lower 

than the predicted average. That is, it is lower than 

, [ ] [ ]i predicted th iE Eω ρ ρ=   (5-12) 

 In this paper, there are three criteria used for evaluating whether a lifetime is extended 

or not. The first criterion is “less total energy dissipation.” Equation 5-12 has proven this 

since in the proposed algorithm, the equation 5-12 constrains the routing. In this way, we 

ensure that every cluster head distributes its data to intermediate hops for relaying only when 

this relaying saves energy. The second criterion is “a greater number of nodes alive in each 

round” which is proven in Theorem 1. Initially, in the first few rounds, there could be no 

dead nodes but we can see the effect of the algorithm preventing dying out of the nodes in 

later rounds. The last criterion is “more throughput at each round” which is proven in 

Corollary 1. 

Theorem 1. (Number of alive nodes in each round) In a clustered sensor network, after 

enough number of rounds r, the number of nodes alive using the EPR algorithm is greater 
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than would be the case in the absence of such an algorithm. 

Proof: We prove the theorem by showing that the total integrated energy consumption of a 

cluster head i over each round ρ that results from using or not using the proposed algorithm 

is different. 

For cluster-head i, suppose in the ρ-th round the data amount is Di[ρ]. Then, till round r the 

data amount is discrete time signal Di[1], …, Di[r]. The cluster head has two possible playing 

roles. The first role is a cluster head which distributes its data to other cluster heads j’s rather 

than directly transmit its data to the base station. Another role is a cluster head, which both 

forwards other clusters’ data and transmits its own data to the base station. Since each round 

is independent of the others, without loss of generality we re-number the rounds with 

integers 1 to r0 that cluster head i plays the first role. In the other rounds that i performs as a 

relaying node, we re-number the rounds with integers r0+1 to r. 

Playing the first role, cluster head i needs to transmit its data to other cluster heads j’s and the 

required energy Erole1 in a round ρ is ( )[ ]Tx
ij

j
E ρ∑ , and the integrated energy playing the first 

role from round 1 to r0 is 

0 0
( )

1
1 1

( , ) [ ] [ ] [ ]
r r
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role ij th i

j
E i r E E

ρ ρ

ρ ω ρ ρ
= =

= <∑∑ ∑
  (5-13) 

where ( ) 2[ ] [ ]( )Tx
ij i ti amp ijE D dρ ρ α α= + is the energy consumption of transmissions from i to j’s and 

the transmission energy at each round ρ must keep the utilization lower than ωth, that is, the 

transmission energy must lower than ωth[ρ]Ei[ρ]. 

Playing the second role, cluster head i needs to both forward Dj[ρ] amount of data from 

others, j=1,…, ni[ρ] and send it’s own Di[ρ] to the base station. Since the algorithm always 

keeps the utilization ratio of i smaller than the threshold ωth, consequently the required 
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energy Ei,role2 is as follows and by Proposition 1 the inequality holds. 
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are respectively the energy consumptions of transmission from i to the base station and 

receiving from all others at i, and Ei[ρ] is the remained energy of cluster head i at beginning 

of round ρ. 

Till round r, let cluster i's integrated energy consumptions of using and not using the 

proposed algorithm be Eafter(i, r) and Ebefore(i, r). Thus we obtain: 
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By Proposition 1, equations 5-12 and 5-14 we have 
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Consequently, the energy saving is assured by 

( , ) ( , ) 0before afterE i r E i r− >   
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Therefore, without using the algorithm cluster i will quickly be out of energy. For the sensor 

network, after enough rounds nodes are dying out because they are out of energy. Q.E.D. 

In Theorem 1, though the cluster heads could be selected according to some algorithm, the 

topology among clusters does not change until there are nodes dying out. Therefore, for any 

cluster i, suppose the opportunity that a node in it to become a cluster head is fair, the total 

energy consumption in cluster i is still large without use of the proposed algorithm. Finally, 

we prove the satisfaction of the larger throughput criterion. 

Corollary 1. (Throughput) In a clustered sensor network, after enough number of rounds r, 

the throughput of using the EPR algorithm is greater than if not using the algorithm. 

By Theorem 1, the argument is trivial. In the first rounds, since there are no dead nodes, the 

throughputs of using and not using the proposed algorithm are the same. However, after 

enough rounds, nodes begin to die out because of their large utilization ratio, and the 

throughput degrades. 

5.4. Experiments and Simulations 

We start with experiments showing the effect of the variation of data amounts. 

Differences in data amounts produce differences in the residual energy of sensor nodes after 

rounds. The variance of energy utilization ratio becomes obvious. The experiments include 

simulations with and without such variance and the results show that the variance makes the 

traditional algorithms fail to extend the network lifetime. We do not need to implement the 

whole networks adopting algorithms in [SK02, SL02, OS04, OY04, SD05] otherwise we 

cannot see the exact effect of the variance in intra-cluster communications. After showing the 

effects of the variance, we simulate the whole network and make comparisons with 

LEACH-C, where we can see how the EPR improves LEACH-C in the inter-cluster 

communications. 
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5.4.1. Effect of the energy-proportion variance 

If the variance of the data distribution among sensor nodes is large enough, a node with 

large energy utilization ratio will quickly die due to out of energy. Especially, the node is in a 

sub-chain of a long chain or on a tree branch path. The minimum total energy cost approach 

will fail to extend the lifetime due to the cost does not take the variance of energy proportion 

into account. We perform the experiment in a cluster, which is produced by some kind of 

clustering algorithm. To see the effect of the energy proportion variance on intra-cluster 

communication, we assume that the cluster head has unlimited energy and hence according to 

algorithms in [SK02, SL02, OS04, OY04, SD05], the cluster head won’t be displaced. When 

we replace the member nodes and the cluster head with clusters and the base station 

respectively, the experiments also show that inter-cluster communications also suffer the 

unbalance problem caused by variance of energy proportion. Figure 2 shows results of the 

experiment without the variance and the parameters are fixed as in [SD05]. The packet length 

is fixed at 500 bytes and the number of frames is fixed at 40. Figure 3 shows the results with 

variance of frame amounts uniformly distributed from 10 to 70. Both experiments use 10 

sensor nodes uniformly distributed within a 25m×25m square, which implies that there would 

be 160 sensors when the total network is deployed in a 100m×100m square. The results are 

the average from 50 different cluster topologies. The other settings are chosen to be the same 

as in [13]. 
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Figure 5.2. Simulation results without data amount variance. 
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(b) 

Figure 5.3. Simulation results with data amount variance: (a) the nodes along the chain need to forward data 
from others and (b) every node transmits a variable amount of data at a time only when it receives a 

token. 

The experiments shown in Fig. 5.2 and Fig. 5.3 are also applicable to the inter-cluster 

communications if the sub-chain is in a branch of a minimum-spanning tree in [SD05]. In Fig. 

5.3(a) we find that the shortest chain or the minimum-spanning tree approach no longer 

estimates minimum cost if the data amounts vary and the nodes quickly die due to not 

energy-proportional balanced. In Fig. 5.3(b), the base station uses token to instruct sensor 

nodes to transmit data in different time slots, the network works better. However it still suffers 

the unbalanced problem if without EPR routing. 

5.4.2. The simulation of the whole sensor network 

We compare the performance of the proposed algorithm with that of the LEACH-C [WA02] – 

the most typical example of clustered sensor networks. To show the improvements in 

inter-cluster communication, the clustering used in EPR is the same as LEACH-C while the 

routing among clusters is different. Note that, the proposed algorithm is a generic solution to 

those who do not take the energy -proportional balance into account. We use the network 
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simulator NS2 to help us in the experiments. We put 100 nodes into an area of 100×100 

square meters. We put the base station at the position (0, 0). The initial energy of each node is 

2 joules. We set the time period of a round as 10 seconds and set the data rate of each node as 

1 Mbps. In Fig. 5.4 (a), (b) and (c), we perform the experiment that large quantities of sensing 

data are generated in specific areas and while little sensing data is generated in others. The 

cluster heads transmit data to the base station directly in the LEACH-C algorithm and the 

sensors nodes die out quickly. In contrast, our algorithm handles this situation well and 

lifetime is extended about 30%. 
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Figure 5.4. The experiment generating random lengths of sensing data: (a) Alive nodes in sensor network, (b) 

total received data by the base station, and (c) total dissipated energy of sensor network. 

 



 131

Chapter 6  

Conclusions 

 

 

 

In this dissertation, we have outlined our proposal for a new distributed regional location 

management scheme called MORR to reduce the total signaling cost of a mobile node on the 

mobile Internet. MORR adjusts the optimal radius value of a regional domain and attempts to 

locate the optimal GFA in order to reduce potential signaling costs. We developed a novel 

network model and formulated the moving behavior of mobile nodes within this model. Then 

the historical moving patterns of a mobile node were recorded and stored in the defined data 

structure of a mobile node to manage the mobile node registration in order to determine the 

optimal GFA. In our analysis, the results demonstrate that the total signaling cost is greatly 

reduced by the proposed MORR. The superior performance of our scheme is noticeable both 

when the mobile node is in GM mode and in RM mode. 

Then, we have derived the relationship between transmission power and interference 

range by mathematical models. We also have proposed some mathematical models to present 

the relationships between transmission power and interference area. By these models, we 

estimated the probability of transmission success and calculate the expected value of energy 

consumption. In addition, we have proposed APCM mechanism to evaluate the optimal 

transmission power level to minimize the whole of energy consumption and satisfy the quality 

of service in Ad hoc wireless networks. As shown in the simulations, up to 32 percent energy 

can be conserved, packet loss rate will be reduced 6 percent and enhances the utilization of 

energy to 22 percent. 
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This dissertation has provided a probing radius adjusting mechanism “PRAM” to control 

the trade-off between energy efficiency, network scalability and sensing rate. By this 

mechanism, the desirable probing range can be presented to minimize the energy consumption 

based on the premise that the required sensing rate and scalability of WSNs can be satisfied. 

Simulation results show PRAM can adjust exactly the value of probing range to satisfy the 

required sensing rate and extend substantially the life time of sensor networks. 

A new routing algorithm also has been proposed in this dissertation, and for the 

algorithm we have performed mathematical analyses and experiments. Both theoretical and 

experimental results confirm that the proposed EPR algorithm is useful to improve 

conventional clustered sensor networks in common cases where amounts of data are not 

evenly distributed. We have proved that high local utilizations do not mean high global 

utilization. We reduced local utilizations of clusters to achieve promotion of global utilization 

of energy. Three criteria are used in the mathematical analyses and experiments to evaluate 

lifetime extension: less total energy consumption, more alive nodes in rounds, and more 

throughputs. We proposed the algorithm in order to ensure that the three criteria are met. By 

the mathematical analysis, we believed that the idea of energy-proportional balance is 

generically useful in clustered sensor networks. 
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