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Abstract

There has been a tremendous growth in wireless network technologies over the past
decade. Wireless infrastructure has been deployed to complement and expand the
wired infrastructure. There are many options available for users who want to access
data and information wirelessly. These heterogeneous wireless technologies are
similar in that they both allow users to access data on their PCs or PDAs without
using network or modem cables. These technologies are also rather different in their
uses and applications. Therefore, a QoS mechanism is needed to address in such

heterogeneous wireless network environment to satisfy users’ requirements.

An OSGi (Open Services Gateway Initiative) home gateway system manages the
integration of heterogeneous home networks protocols and devices to develop
ubiquitous applications. Wired and wireless heterogeneous home networks have
different QoS concerns. For instance, jitter and latency are important concerns in web
phones, while packet loss ratio is important in on-line video. This dissertation adopts
UPnP QoS specification version 1.0 to design an adaptive QoS management
mechanism based on the RMD (Resource Management in Diffserv) architecture. This
dissertation monitors real-time network traffic, and adaptively controls the bandwidth,
to satisfy the minimum requirement of each application in home network congestion.
In the simulation results, we can find that after we build the QoS management
mechanism into the RMD, total jitter, latency, and packet loss ratio has been
decreased 0.1391 ms, 6.6 ms, and 5.43% respectively. To address different kinds of
real-time applications, we decrease 4.53% packet loss ratio and increase 1.2%
throughput for the high definition video streaming, decrease 1.89% packet loss ratio
for standard definition video streaming, and for the VoIP (Voice over IP) we also

decrease the jitter and latency to 0.0407 ms and 20.9 ms respectively.

2G/2.5G systems are designed to achieve 90-95% coverage. Most operators construct
3G base stations on previous 2G/2.5G stations. Consequently, integrated radio
resource management is comprised of timeslot-limited and interference-limited
systems. To improve capacity, this dissertation presents a novel resource management

based on timeslot utilization in an integrated GPRS/UMTS service network. Although

v



this approach gives UMTS high priority for sending data services, it also makes voice
services available over GSM. In the simulation results, each data session of 64 kbps
increases 7.14% in the capacity of the integrated system. Each data session of 128

kbps increases 13.33% in the capacity of the integrated system.

WLAN services are inexpensive and have a high bandwidth, while UMTS services
provide wider coverage area and higher mobility. Based on intelligent deduction, this
dissertation presents a novel service scheduling scheme for WLAN/UMTS dual-mode
networks. The proposed system, Distributed Multi-Agent System (DMAS), consists
of a set of problem-solving agents that autonomously process their own tasks and
interoperate with one another by a shared database to reach a suitable schedule for
dual-mode network services. A two-level control mechanism comprising local-control
and meta-control is presented to achieve a high degree of goodness in service
scheduling. In the simulation result, the delay of integrated WLAN/UMTS system is
between 80.9ms in UMTS and 12.4ms in WLAN. The jitter of integrated
WLAN/UMTS system is greater than the jitter in pure WLAN (0.00061) and pure
UMTS (0.0049). However, the effect in jitter happen only when mobile users handoff
frequently between two different networks. Although the analyses of delay and jitter
in integrated WLAN/UMTS network are not all better than in pure WLAN and in pure
UMTS, integrated WLAN/UMTS system combines simultaneously the advantages of
UMTS and WLAN.

Keywords: QoS, Heterogeneous Wireless Network, OSGi, Resource Management,
Distributed Multi-Agent System
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Chapter 1
Introduction

There has been a tremendous growth in wireless network technologies over the past
decade. Wireless infrastructure has been deployed to be the complement and
expansion of the wired infrastructure. There are many options available for users who
want to access data and information wirelessly. These heterogeneous wireless
technologies are similar in that they all allow users to access data on their PCs or
PDAs without using network or modem cables. These technologies are also rather
different in their uses and applications. Therefore, a QoS mechanism is needed to
address in such heterogeneous wireless network environment to satisfy users’

requirements.

As shown in Fig. 1-1, the wireless networks consist of a number of different types and
coverage areas of wireless segments: (1)Wireless Personal Area Network (WPAN),
e.g., Bluetooth, IEEE 802.15, provides the network access within a very small
coverage area for interconnecting devices centered on an individual person’s
workspace. WPANs are commonly used as cable replacement among devices, such as
between a headset and a cellular phone. (2)Wireless Local Area Network (WLAN),
e.g., IEEE 802.11a/b/g, HiperLAN/2, provides the network access in larger coverage
area. WLANSs have become popular due to convenience of installation and are widely
used to share data within home, office, train station and airport. (3)Wireless
Metropolitan Area Network (WMAN), e.g., IEEE 802.16a/d/e, provides network
access to an entire city within large coverage area. (4)Wireless Wide Area Network
(WWAN), e.g., GSM, GPRS, UMTS, provides the network access in large area that is

generally offered on a nationwide level.

Wireless networks enable the ability to communicate anywhere at anytime and
changes the way people work and their life styles. Wireless deployment penetrates to
various segments, e.g., home, office, hotspot, mall, train station and airport. Different

multimedia services and real-time applications that have been traditionally used in



wired networks are also increasingly being used in wireless networks. Each
application requires some service level of commitment from the wireless networks in
order to operate successfully [1-2]. These requirements are expressed in term of
Quality of Service (QoS). QoS support in wireless networks is a challenging design
problem since the wireless network bandwidth is a limited and variable resource.
Therefore, each segment of wireless networks requires QoS mechanisms to manage

network resource to each application appropriately.

WWAN
<15km

WMAN
< 5km

GSM, GPRS, CDMA, 2.5G, 3G

WLAN

802.16a/de (WiMAX) <150m ~WPAN
11-54Mbps ' < 10m
S0211ablely  / 802.15.1 (Bluetooth)

HipelAN2 /[ S021S3(UWB)
802,154 (Zighes)

Figure 1.1: Wireless Network Technologies



1.1 Motivation

This dissertation is motivated by two major aspects. Firstly, the evolution of wireless
technologies that forms a heterogeneous wireless networks environment. Secondly,
the ability of necessary QoS mechanisms that supports such heterogeneous wireless

networks environment.

Although wireless technology is likely to become the dominant home network
technology, it has an unstable bandwidth. Hence, some mechanisms are needed to
inform the applications those changes in bandwidth in real time. It is necessary a
resource admission control mechanism to execute either in the network setup time or
in run time. Therefore, a dynamic resource reservation mechanism is required to

address the QoS in heterogeneous home network applications.

In GSM systems, each cell supports dedicated timeslots for voice connections and
data connections based on circuit switching. Each cell has several channels, which are
generally frequency and timeslot pairs. Each voice connection is assigned one channel.
Other voice connections (or handoff connections) are admitted when the cell has free
channels, and no further calls are admitted when all channels are occupied. The radio
resource management (RRM) algorithm of GSM is simple and straightforward. To
enhance data connection services, standard GPRS over GSM supports multi-timeslot
data access, in which several data connections share particular time-slots. Namely,
GSM and GPRS offer particular timeslots for voice and data connections, and RRM
algorithms for GSM/GPRS are based on the time-slot system. The UMTS consumes
fewer air interface resources than GSM/GPRS. In UMTS, power control techniques
determine the power required to sustain a given data rate. In either of these two cases,
stations with poor channel conditions require more air interface resources to sustain a
given data rate than stations with good channel conditions. Qualities of air interface
resource depend on radio interference and transmit power. The RRM algorithms in
UMTS are limited by interference and transmit power. Therefore, a radio resource
scheduling between GSM/GPRS and UMTS is required to combine timeslot-limited

and interference-limited systems.



The ability of 3G UMTS networks to operate seamlessly with existing WLAN is
critical for their widespread deployment. Mobile users adopt 3G networks to browse
the Internet or communicate with one another. Hence, multiple standards coexist in
the same service environment, otherwise a combined multi-function system is
generated for future wireless communications systems. Therefore, the interworking of
systems must be optimized. Various systems have their own properties. High-tier
systems like UMTS have a high mobility and low transmission bandwidth.
Conversely, low-tier systems such as WLAN have low service costs and low mobility.
The major challenge is to present a novel discipline for service scheduling in

WLAN/UMTS dual-mode networks to achieve optimal service quality.



1.2 Research Objectives

Our research goal is to develop QoS management mechanisms for heterogeneous

networks and resource management mechanisms in dual-mode services networks.

1.2.1 QoS Management in Heterogeneous Home Networks

WLANSs have been deployed popularly in home networks. The home network system
consists of a residential gateway and a variety of networked appliances, and includes
both wired and wireless networks. Users can control these digital home devices by
either wired or wireless links. This dissertation has introduced a QoS mechanism to
manage heterogeneous home networks. Based on an OSGi (Open Services Gateway
Initiative) home gateway system, the mechanism can manage the integration of
heterogeneous home networks protocols and devices to develop ubiquitous
applications. The proposed adaptive QoS manager combines the wired and wireless
QoS concerns into admission control. Different home applications have different key
QoS requirements in congested home networks. The QoS attributes are integrated to
perform adaptive admission control in wired-wireless heterogeneous home networks.

Each application is guaranteed to have the minimum QoS requirement.

1.2.2 Resource Management in Dual-Mode Service Networks

Third-generation (3G) networking technology has taken many years to be deployed
worldwide. The ability to operate seamlessly between existing GSM/GPRS and 3G
UMTS networks is critical for its widespread adoption. To reduce construction cost,
most operators constructed their new 3G base stations in the same buildings of
previous generation base stations. Under the scenario of the same base station with 3G
system and GSM/GPRS system, GSM/GPRS can compensate the coverage hold
caused by the limitation of 3G transmitting power. An integrated GPRS and UMTS
system should effectively adopt UMTS radio resources for high data rate applications,
and ensure continued service when UMTS coverage is unavailable. This dissertation
presents a resource management based on timeslot utilization in an integrated

GPRS/UMTS service network.



WLAN services are inexpensive and have a high bandwidth, while UMTS services
provide wider coverage area and high mobility. Based on intelligent deduction, this
thesis presents a service scheduling scheme for WLAN/UMTS dual-mode networks.
The proposed system, Distributed Multi-Agent System (DMAS), consists of a set of
problem-solving agents that autonomously process their own tasks and interoperate
with one another by a shared database to reach a suitable schedule for dual-mode
network services. A two-level control mechanism comprising local-control and

meta-control is presented to achieve a high degree of goodness in service scheduling.



1.3 Organization of the Dissertation

As shown in figure 1-2, the remainder of this dissertation is organized as follows.
Chapter 2 introduces the fundamental technologies, standards and concepts of QoS in
wireless networks. Chapter 3 introduces the proposed QoS mechanism in
heterogeneous home networks. Chapter 4 presents the resource management in an
integrated GPRS/UMTS service network. Chapter 5 describes the proposed
distributed multi-agent scheduling scheme to enhance WLAN/UMTS dual-mode

services. Chapter 6 draws conclusion and future works.

Chapter 4

Radio Resource
Management in
GPRS/UMTS Service
Networks

Chapter 5

Chapter 2
Multi-Agent

Scheduling Scheme in
WLAN/UMTS
Dual-Mode Services
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Chapter 3

QoS Management
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Figure 1.2: Organization of the Dissertation






Chapter 2
Background and Related Work

This chapter first presents an overview of the WLAN, GSM (Global System for
Mobile communications), GPRS (General Packet Radio Service) and UMTS
(Universal Mobile Telecommunications System) networks and standards as well as
interworking mechanisms between WLAN and UMTS. Then this chapter also
introduces QoS (Quality of Service) mechanisms required for the implementation of

such wireless networks.

2.1 WLAN

In 1997, the IEEE 802.11 system was born, allowing work with the data rates of 1 and
2 Mbps. The service data rate was up to 10Mbps until 1999, and then IEEE 802.11b
was generalized. The data traffic in IEEE 802.11b can be transported at 5.5Mbps and
11Mbps in 2.4GHz band. In IEEE 802.11a, the data rate is up to 54Mbps in 5GHz
band. Now, the product of IEEE 802.11g is manufactured and the standards of
802.11e and 802.111 are already specified.

IEEE 802.11 is one of the important members of IEEE 802 that is a series of
specifications for local area network technologies. Figure 2.1 shows the elements of

IEEE 802 and the relationships between them [3].
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Figure 2.1: The IEEE 802 Family and Its Relation to the OSI Model

There are several major physical components in IEEE 802.11 system. They are :
Station (STA) : The object is of the communication. It is also named mobile station in

general.

Access Point (AP) : It is a transporter in physical between wired line and radio wave.

The mobile station transports its data packets by radio wave to one access point, and
the access point is responsible for the relay to the wired network or other access points.
In the reverse, it’s the same role for relay when the data packets are to be transported
to the mobile station.

Distribution System : When several access points are connected with wired line, they

can be a large coverage area and must communicate with each other. The distribution
system is a component of 802.11 in logical. It is used to forward the frames to their

destination.

The IEEE 802.11 protocol supports the operation of wireless LANs in two different
modes that are named infrastructure and ad-hoc networking. In infrastructure
networking, access points are used for the communication between mobile stations. If
one mobile station wants to communicate with the other one, it must transfers its data
packets to the access point. After receiving the data packets, the access point transfers
them to the destination station. In ad-hoc networking, two mobile stations can

communicate with each other without going through any access points.
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2.2 GSM System

GSM is the first and most successful digital cellular system (Second generation or 2G
mobile system), illustrated in Figure 2.2. GSM commercial service started to July
1991, mobile phones were available only in 1992. By 1993, GSM subscribers can
roam in European, Australia and South Africa. In January 2002, there were more than
470 GSM operators in 172 countries with 646 million subscribers. Mobile Traffic is
growing faster than fixed network traffic. Today, GSM technology is in commercial
operating by more than one in six of the world's population and it is estimated that at
the end of Jan 2004 there were over 1 billion GSM subscribers across more than 200
countries of the world and it is predicted that in 10 years the number of mobiles will

exceed the number of PSTN (Public Switched Telephone Network) lines [4].

GSM standardization includes services, subsystem interfaces, and protocol
architecture. It has been implemented mainly in Europe and Asia Pacific in the 900
MHz range. Variants of GSM have been deployed for different frequency ranges and
applications. GSM is used in the 900 and 1800 MHz bands all over the world except
North America (1900 MHz band) [5]. Services provided by GSM include voice,
circuit switched data, and SMS (short message service). GSM uses TDMA (Time
Division Multiple Access) techniques in the air interface. GSM allows up to eight
subscribers to share the same 200 kHz radio carrier by allocating a unique timeslot to
each subscriber [6], illustrated in Figure 2.2. One timeslot with GSM only provides
9.6 kbit/s for the data service [7]. On the other hand, GSM supports the low-speed
data service, like e-mail and web browsing. It is insufficient to support the multimedia

service.
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Figure 2.2: Time Division Multiple Access (TDMA)

Figure 2.3 shows the architecture of GSM network. The architecture of GSM is
separated by BSS (Base Station Subsystem) and NSS (Network Switching Sub

system).

BSS
BSC NSS

HLR&EIR&AC

I MSC&VLR

BSC

BTS

Figure 2.3: GSM Network Architecture
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The GSM radio access network called BSS consists of the following elements [8]:
BSC (Base Station Controller) is responsible for radio path and RRM (Radio
Resource Management). The main functions are the connection establishment among
subscribers and NSS, mobility management, statistical raw data collection, air
interface signaling support.

BTS (Base Transceiver Station) is the network radio terminal forming the air interface
that subscribers use for network access and communication. It takes care of air

interface signaling, air interface ciphering and speech processing.

NSS (Network Switching Subsystem), the switching part of the GSM network
contains the following elements:

MSC (Mobile Switching Center) performs the traffic path connections and is
responsible for the majority of the connection management related entities.

VLR (Visitor Location Register) contains subscribers and security information of the
active subscribers located in the radio network part. The nature of the data in the VLR
content is not constant. When the subscribers change their location(s), the VLR data
changes respectively.

HLR (Home Location Register) is the static data storage of the subscriber information.
The HLR also contains the subscriber location information, but the accuracy of this
information is on the VLR level.

AC (Authentication Center) maintains the security information of the active
subscribers.

EIR (Equipment Identity Register) maintains security information related to the

mobile equipment, like the series number of the mobile phone.

BSS maintains the radio interfaces among NSS and subscribers. BSS decides whether
subscribers should handoff to the other cells according to the measurement reports.
NSS manages the mobility of subscribers and the communication connection. There is
a database to store the information about subscribers in NSS. NSS can identify the

legal subscribers in order to allocate the network resource [9].

-13-



2.3 GPRS System

GPRS is a product of the Phase 2+ specifications developed by ETSI (European
Telecommunications Standard Institute). GPRS is the way to transfer packet data over
GSM air interface. GPRS requires the IP backbone to handle packet switching and
connections to the Internet and other data networks. The basic packet switched data
core consists of two essential elements: SGSN (Serving GPRS Support Node) and
GGSN (Gateway GPRS Support Node). Figure 2.4 shows the architecture of GPRS
network [10].

HLR&EIR&AC

MSC&VLR

|
|
|

SGSN GGSN

Figure 2.4: GPRS Architecture

The radio access interface of GPRS inherits the GSM network. GPRS contains the
original GSM protocol and the new GPRS protocol. The data traffic and signaling is
controlled by GGSN and SGSN. The subscriber database is still managed by HLR and
VLR. The signaling links between the GPRS nodes and the GSM blocks will be SS7
(Signaling System #7). The signaling between GPRS nodes follows the GPRS

protocol stacks as defined by the specification, illustrated in Figure 2.5.
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Figure 2.5: GPRS Protocol Stack

The GPRS data and signaling transmission plane consists of some standard protocol
like IP, and GPRS specific protocols. We explain the protocols implemented by
GPRS.

The Gn interference:

GTP (GPRS Tunneling Protocol): it deals with IP datagram coming from the external
network and tunnels it across the GPRS service nodes. There are multi GGSN and
SGSN interfaces. Hence, for every packet the GTP provides a Tunnel Identifier (TID)
which identifies the destination and transaction to which the packet/datagram belongs
to. The transactions are identified using some logical identifiers as well as the IMSI
(International Mobile Subscriber Identity) [11].

TCP/UDP: TCP (Transmission Control Protocol) is used to transfer PDUs across the
Gn interface with reliability (acknowledgement and retransmissions). UDP (User
Datagram Protocol) carries PDUs across the Gn interface for all signaling information
and subscriber data that does not require reliability.

IP (Internet Protocol): it is used to route subscriber data and signaling information
across the Gn interface. The IP datagram size will be limited to the Physical Layer
Maximum Transmission Unit (MTU) capability. An IP datagram can be as large as
65,535 bytes, but the Physical Layer MTU is less than this, therefore, the
fragmentation is needed. The GSN (GGSN or SGSN) has to decide the MTU and they
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carry out the fragmentation. The address which is used on the IP layer of Gn interface
will be source to final destination, this means even if there are intermediate GSNs for

routing intention, the destination address will be the final GSN address.

The Gb interference:
SNDCP (Sub Network Dependent Convergence Protocol): it is used among SGSN
and subscribers to convert Network layer PDU into a suitable format for underlying
network architecture. The data units over the Gn interface to the SGSN are known as
Network Layer PDUs (N-PDUs). GPRS supports several network layer protocols
providing the protocol transparency for the subscribers of the service. The set of
protocol entities sitting above SNDCP consists of commonly used network protocols.
These all use the same SNDCP entity, which performs multiplexing of data coming
from different sources before sending it to the end subscriber using the services of
other layers like LLC. The SNDCP needs to index the Network Layer PDP (Packet
Data Protocol) to discriminate different Network Layer Services protocols [12]. This
index is the NSAPI (Network Service Access Point Identifier). SNDCP provides
functions like:
® Multiplexing N-PDUs from one or several network layer entities onto the
appropriate LLC connection
Buffering of N-PDU for acknowledged service
® Compression and decompression of the protocol information and subscriber
data
® Segmentation and reassembly of the compressed data to the maximum
length of the LLC-PDU
® Negation of the control parameters (XID) among SNDCP entities
LLC (Logical Link Control): Used to provide a highly reliable ciphered logical link
between SGSN and subscribers. It uses both Acknowledged and Unacknowledged
mode of frame transmission depending of negotiated QoS for the end subscriber. LLC
manages the frame retransmission, buffering, information length based on
subscriber’s NSAPI which is again decided based on negotiated QoS delay class [13].
BSSGP (Base Station GPRS Protocol): It is responsible for the routing of
information between the SGSN and BSS [14]. It deals with some elements of Quality
of Service but does not carry out any form of error correction. The primary function is

to provide radio-related information to be used by the Radio Link Control (RLC) and
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Medium Access Control (MAC) functions on the air interface. The LLC uses the
services of BSSGP for data transfer, the GMM (GPRS Mobility Management) deals
with paging and radio status request. The Relay function at the BSS provides transfer
of LLC frames between the RLC/MAC layer and the BSSGP layer. The BSSGP sends
the information to the Network Services with some routing information to decide the
destination (the BSS from SGSN end or SGSN from BSS end). The identifiers
include:
® BVCI (BSSGP Virtual Connection Identifier): BSSGP sends this
information to the Network Services layers for efficiently routing
signaling/data information to the correct peer functional entities which
could point to single user data, or point to multipoint data (data send to
multiple users) or signaling functional entities. Each BVCI is unique
between two peer entities
® LSP (Link Selection Parameter): Used in conjunction with the BVCI to
aid in selecting physical link for load sharing process
® NSEI (Network Service Entity Identifier): The Network Service Entity at
the BSS and the SGSN provides the network management functionality
required for the operation of the Gb interface. The NSEI together with
BVCI uniquely identifies a BSSGP virtual connection
NS (Network Service): This layer uses Frame Relay across the Gb interface and could
be a point-to-point connection between the SGSN and the BSS or a Frame Relay
Network [15]. This layer uses a look table made up of DLCI (Data Link Connection
Identifier) which is used to indicate the routing path between the SGSN and the BSS.
The initial value of the DLCI derived from the BVCI, NSEI and LSP supplied by the
BSSGP layer. This value will change as the frame passes through the Frame Relay

Network and reach the final destination

The Um interference:
RLC (Radio Link Control): The RLC function is responsible for
® Transferring LLC-PDU between the LLC layer and the MAC function
® Segmentation of LLC-PDU into RLC data blocks and re-assembly of RLC
data block (to fit into TDMA Frame blocks)
® Segmentation and Re-assembly of RLC/MAC control messages into
RLC/MAC control blocks
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® Backward error correction for selective transmission of RLC data blocks

RLC segmentation is a process of taking one or more LLC-PDUs and chopping them
into smaller RLC blocks. The LLC-PDUs are collectively known as a Temporary
Block Flow (TBF) which allocates resources to one or more Packet Data Channel
(PDCH). The TBF is temporary and it is maintained only for the data transfer. Each
TBF is assigned a Temporary Flow Identity (TFI) by the network and which is unique
among concurrent TBFs. The same TFI value may be used concurrently for TBFs in
opposite directions. The RLC data blocks consist of an RLC header, an RLC data unit
and spare bits. The RLC data block along with a MAC header may be encoded using
one of the four defined coding scheme. The coding scheme is critical in deciding the
segmentation process.
MAC (Medium Access Control): MAC controls the access signaling across the air
interface. Access signaling includes management of the shared transmission resources
(assignment of the radio block to multiple subscribers on the same timeslot). MAC
achieves these functionalities by placing a header in front of the RLC header in
RLC/MAC data and control blocks. The MAC header contains several elements,
certain elements are direction specific (downlink/uplink). The key parameters of
MAC header are:
® Uplink Status Flag (USF): It is sent in all downlink RLC/MAC blocks and
indicates the owner or user of the next uplink Radio block on the same
timeslot
® Relative Reserved Block Period (RRBP): Signifies a single uplink block in
which subscribers will transmit control information
® Payload Type (PT): Type of data (control block or data block) contained in
the remainder of the RLC/MAC block
® Countdown Value: It is sent by the mobile to allow the network to calculate

the number of RLC data blocks remaining in the current uplink TBF [16]

The GGSN is the node that is adopted by the packet data network due to evaluation of
the PDP address. It contains routing information for PS-attached subscribers. The
routing information is used to tunnel to the subscriber's current point of attachment.
The GGSN may request location information from the HLR via the optional Gc
interface. The GGSN is the first point of PDN interconnection with a GSM PLMN
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supporting GPRS (i.e., the Gi reference point is supported by the GGSN). GGSN
functionality is common for GSM and UMTS. The main functions of GGSN are:

® Routing, encapsulation, compression and encryption

® VPN Tunneling(Intranet)/ GTP Tunneling(SGSN) management

® Billing record counts and sends to the charging Gateway

® The interface between GPRS and PDN (IP/X25) management
The SGSN supports GPRS for GSM (i.e., the Gb interface is supported by the SGSN)
and/or UMTS (i.e., the Iu interface is supported by the SGSN). At PS attach, the
SGSN establishes a mobility management context containing information pertaining
to mobility and security for the subscriber. At PDP Context Activation, the SGSN
establishes a PDP context, to be used for routing purposes, with the GGSN that the
subscriber will be using [17].

When every packet is transmitted through GGSN, the packet needs to encase the
header. In GPRS core network, the header of a packet contains IP addresses and GTP.

The service node can route the packet by IP address, illustrated in Figure 2.6.
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Data Network
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Figure 2.6: GTP Payload

The packet is translated into the Transport layer, Network layer, and Physical layer
when SGSN processes the packet. SGSN transmits the packet to the correct subscriber
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according to the GTP (GPRS Tunnel) information. There is an IMSI (International
Mobile Subscriber Identity) to identify subscribers in the GTP tunnel, illustrated in

Figure 2.7.
Bits
Octets 8 7 6 9 4 3 2 1
1 Version PT Spare “111° LFN
2 Message Types
3-4 Length
9-6 Sequence Number
7-8 Flow Label
9 SNDCP N-PDU LLC Frame Number
10 X X X X X X X X
11-12 reserved
13-20 TID=IMSI+NSAPI

Figure 2.7: GTP Header

GPRS can offer the data rate of over 150kbit/s. GPRS enables efficient use of radio
resources by allowing many data subscribers to share the air interface on a statistical
basis. The radio resources will only be used when data is actually being transmitted or
received, even though the subscribers remain connected all the time. Call set-up will
be almost instantaneous and subscribers can be charged on the basis of actual data

transmitted, rather then based on connection time.
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2.4 UMTS System

The 3G/UMTS specifications defined that the new air interface and system
capabilities should inherit the existing 2G systems, such as GSM and GPRS. UMTS is
the ability to support the multimedia data communication. Unlike in GSM, where the
architecture has been reasonably stable for many years, UMTS systems are expected
quickly to evolve towards All-IP technologies. The standards dictate the configuration
of the open interfaces and the function of each subsystems; however, the
implementation is vendor/operator specific [18]. UMTS Terrestrial Radio Access
Network (UTRAN) has been defined with more capable elements and protocols. New
elements in the coexisting GSM/UMTS networks are: Node B, RNC, and interface
modules. Other network elements need only partial software or hardware upgrade.

The Figure 2.8 below shows a typical Release 99 network architecture [19].

BSS CN CS Domain

MS BT, BSC MSC/VLR GMSC
=
/ 77
‘ i o A m
= — | . - - e | -
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MEXE
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UE N /} RNC / SGSN GGSN
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Internet
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Figure 2.8: Release 99 Architecture

There are many obvious differences between the GSM/GPRS and UMTS air interface.
GSM/GPRS uses TDMA for the technology of radio access and UMTS uses CDMA
for the technology of radio access. For the reason of simplicity, we can say that there
are two distinct categories of differences in UMTS: the multi-services to a subscriber

and the air interface itself, illustrated in Figure 2.9.
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Figure 2.9: (a) TDMA and (b) CDMA

In CDMA (Code Division Multiple Access), all subscribers share the same frequency
and time, but are separated by codes. A common example to explain this phenomenon
is to think them as an international gathering, where people from different
nationalities are talking to their fellow countrymen. Although people are from
different countries (for example, two people from Taiwan), they can understand each
other, as they are capable of detecting the language being used. On the other hand,
other people conversation is noise for the Taiwanese. If the surrounding noise is
whispered, they can share a lot of information with each other without having to
repeat anything. However, as more and more people start talking (in different
languages), the noise becomes so loud that the conversation becomes more difficult to
keep. Eventually, if the noise becomes very loud, it will be impossible to hear each
other. Hence, there is no communication. In the same way, each group of subscribers
in CDMA is given a shared code. Many codes occupy the same channel, but only
users associated with a particular code can understand each other. In CDMA, the

spectrum is split into channels, illustrated in Figure 2.10. Each channel carries several
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subscribers of variable capacity needs, separated by a code.
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Figure 2.10: Spreading and Sharing the Same Frequency Space

The number of subscribers that shares the same frequency space is limited by the
number of codes, as well as by the amount of interference in the cell (the region of
coverage). Also, the subscriber may have variable bit rates. This means that some
subscribers need more capacity (bit rate and power) to transfer information faster than

other subscriber.

If a base station that has a block of information that it needs to send to a mobile user.
This block of information could contain speech, video, packet data and signal. If we
transmit the block of data, we could reduce the amount of the power needed to
transmit the information by spreading it along a wide frequency band. Similar to
making a cake, once you add the topping, it sits on top of the cake in a pile. By using
a knife, the topping is spread out to cover the whole surface area of the cake. The
bigger the surface of the cake, the better you are able to spread the topping, as
illustrated in Figure 2.11.
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Figure 2.11: UMTS Trades-off Range against Number of Subscribers and Data
Rate

In UMTS, the frequency bandwidth is fixed by specifications (4.2 - 5 MHz). However,
the power and the spreading factor are variables. The spreading factor indicates to

what degree we are able to spread the data over the fixed frequency band [20].

The UMTS multi-service environment can support bit rates from 12.2kbit/s to 2M
bit/s. The services are classed to Real Time (RT) and Non-Real Time (NRT), each of
these have a different quality class and different error ratios, BLER (Bit Loss Error
Ratio), and BER (Bit Error Ratio). The delay sensitivity is from 100ms to seconds.
There is an asymmetric traffic in the uplink and downlink traffic. As a result, more

transmission capacity is needed.

In UMTS, the size of the cell actually changes. As more capacity (that is, more voice
calls or higher data rates) is applied to a cell, the actual diameter will shrink. This

phenomenon is referred as cell breathing.

The single cell capacity of UMTS is based upon the traffic load and the neighbor cell
interference. All neighboring cells use the same frequency, and therefore the concept
of gaining through soft handovers is introduced. The usage of soft handovers

increases the load in a cell, but the overall effect is positive since the interference is
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reduced. Also, in CDMA, fast power control mechanisms are used to ensure high

capacity. Very fast and accurate transmit power control is required.

Finally, the differences between GSM/GPRS and UMTS are shown in Table 2.1.

Table 2.1: The Differences between GSM/GPRS and UMTS

UMTS GPRS

Carrier Space SMHz 200kHz

Frequency Reuse Factor 1 1~18

Power Control Frequency 1500Hz 2Hz or lower

Quality Control Radio resource management Network planning
algorithms (frequency planning)

Frequency Diversity SMHz bandwidth gives multipath Frequency hopping
diversity with Rake receiver

Packet Data Load-based packet scheduling = Timeslots based scheduling with GPRS

Downlink Transmit Diversity Support to improve downlink Not support by the standard, but can be
capacity applied
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2.5 Inter-working System Architectures

In general, there are three possible kinds of integrated UMTS and WLAN architecture.
They are loose coupling, tight coupling, and peer networks [21]. Tight coupling is the
architecture where the fewest changes are made from the original UMTS network. In
loose coupling, data traffic transmission is more efficient without going through the
UMTS core network. In both tight coupling and loose coupling, the signal of UMTS
can be carried over WLAN. In handoff, it’s more efficient in tight coupling
environment than in loose coupling architecture. With regards to multiple mobility
management schemes, it will be used in an integrated WLAN and UMTS network.
For example, they can be GPRS, 802.11 mobility management, Session Initiation
Protocol (SIP), and Mobile IP. GPRS is responsible for the mobility management in
the packet switched domain of UMTS. IEEE 802.11 mobility management is the
mechanism that can offer mobility between different APs in WLAN. SIP is another
popular scheme to handle the mobility of mobile node at many levels. Mobile IP

provides global mobility for the inter-working of WLAN and UMTS.

In tight coupling architecture, the WLAN can emulate the role of one RNC or one
SGSN (Figure 2.12(a), (b)). At first, we consider that it plays the role of SGSN and
we call it SGSN simulator to differentiate from the true SGSN in reality. There will be
many WLANSs to be connected to the SGSN simulator and the SGSN simulator will
be connected to the UMTS core network. WLAN and UMTS may separately belong
to different operators in operation. In this architecture, different Routing Area Identity
(RAI) values of WLAN and UMTS will coexist because they belong to different
routing areas. When mobile nodes move and handoff from WLAN to UMTS or from
UMTS to WLAN, the event of inter-SGSN routing area that updated with different
RAI values will come up. If the mobile nodes of WLAN and UMTS are under the
same GGSN node, they will get their IP address assigned from the same IP pool. By
this way, the mobility between WLAN and UMTS UTRAN will not result in
additional process to change different IP address. The signaling traffics and data
traffics to and from the WLAN will go through the UMTS core network and the
Home Subscriber Server (HSS) in UMTS will be responsible for the management of

users’ location.
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Figure 2.12: Tight Coupling Architecture
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Most part of the mobility in tight coupling scenario follows UMTS specifications.
Many process and working steps are the same as or similar to related event in pure
UMTS network. When a mobile node moves to one area where a WLAN network can
be accessed, it will be possible that the mobile node detects that the higher bandwidth
WLAN is available to use as access network instead of lower bandwidth UMTS
network. At first, the mobile node associates with a WLAN AP. Secondly, an
inter-SGSN routing area update procedure will be run and the SGSN simulator will be
the new SGSN of the mobile node with the original SGSN as old SGSN. After the
prior two steps, the mobile node will be able to connect to the UMTS core network
through 802.11 WLAN. If there is any corresponding node in other network, the data
packets that be delivered from the corresponding node to the mobile node can also

arrive to the WLAN through SGSN simulator and be received by the mobile node.

Besides of playing the role of SGSN, the simulator in WLAN system can be one
emulator of RNC and have the functions of RNC in UMTS network. It will be
connected with SGSN to the core network by the Iu interface. The WLAN system can
be treated as one or many RNC and several UTRANs of UMTS in practice. The
mobile node must go through SGSN and GGSN in UMTS to access other outside
network. As the UE in one pure UMTS system, the mobile node under WLAN gets its
IP address from the IP pool in GGSN. If the WLAN and UMTS both belong to the
same operator, AAA functions (Authentication, Authorization, and Accounting) can be

carried out as in one pure UMTS environment.

Loose coupling is a master/slave architecture. The UMTS is the master and the
WLAN acts as the slave one. There is one new node in this architecture, GSN
simulator. The GSN simulator has some functions which combine GGSN with SGSN.
In other words, The GSN simulator plays the role of GGSN and SGSN in operation.
In the following figure, IEEE 802.11 WLAN is a visiting network to the UMTS core
network (Figure 2.13). It can be deployed by the UMTS operator or by the other
operators. One GSN simulator can manage several WLAN. UMTS and WLAN are
not the same routing area in mobility management. They are assumed to be in
different IP address domains. The main difference between loose coupling and tight
coupling is that the signaling traffic goes through the UMTS core network but not the

data traffic. GSN simulator has an interface to connect with UMTS core network for
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signal and an interface to connect with IP networks for signal and data

SGSN

UMTS CN ’

IEEE
802.11h

Core IP
network

Figure 2.13: Loose Coupling Architecture
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2.6 Differentiated  Services  Architecture
(Diffserv)

Differentiated service (Diffserv) [22-23] provides QoS guarantees in the Internet,
instead of per-flow guarantees that IntServ [24] provides, it maps multiple flows into
an aggregate class of service which denoted by 6 bits differentiated services code
point (DSCP) in the IP packet header. Those marked DSCP packets will be recognized
and have a particular treatment or per-hop behavior (PHB) according to the class
priority at each network nodes along the path. The Figure 2.14 shows the Diffserv
architecture overview. When the sender initiates a flow to the receiver, ingress node
will perform marking, policing, shaping and forming the traffic into a specific
behavior aggregate. After the traffic enters the core network, each interior nodes will
forward those packets based on their marked DSCP. These behaviors are called
per-hop behaviors (PHBs). There are two PHBs have defined: Assured Forwarding
(AF) [25] and Expedited Forwarding (EF) [26-27]. The last egress node performs

remarking, shaping or even dropping the incoming traffic.

Classifiers, Markers, Policers,

Classifiers, Markers, Policers, Traffic conditioning
Traffic conditioning form traffic flggregates

[ngress
Receiver
Sender

) Pe.r-hop forwarding
@ Edge (Boundary) Node behaviors selected

S Interior Nod based on DSCP
: nterior Node

Figure 2.14: Diffserv Architecture

One operator’s network could be a Diffserv domain, maybe it can be divided into
several non-overlapped domains depicted as Figure 2.14. The traffic inside the
domain is under control by the operator belong the domain, while the traffic entering
the domain is not. Therefore, the edge nodes need to police and shape the traffic to

prevent that external customer or operator would misuse resources of the domain. To
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enlarge the Diffserv domains, it will be a Diffserv region (see Figure 2.15) in which
many operators provide different services to its customers by having a service level

agreement (SLA) [28-29].

Border Router marks packets Border Router

based on SLA shapes/remarks packets
K based on SLA with
’,o’ neighbor [SP
:" '_.---: Cust%ner

Diffserv Domain

Interior Edge Interior Edge

Router Router Router Router Router

ey

Customer shapes
traffic to conform
to profile

Core Router treats
packets based on
marking

Border Router marks packets
based on SLA

Customer

Figure 2.15: Diffserv Region-wide Architecture

Diffserv definitely solve the scalability problem of Intserv, since each interior node
needs to perform scheduling based on the DSCP, instead of storing each flow’s
information. However, Diffserv is impossible to reserve resources in domain, because
no resource management mechanisms are supported in Diffserv domain. For example,
a customer uses the premium traffic class which is expected very low delay and few
lost packets. Unfortunately, it could be happened that many users may request the
service at the same time, there will be congestion in the domain, and the original

premium class could be experienced as a degraded service with lots of lost packets.
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2.7 Intserv over Diffserv

This scheme described in RFC2998 [30] provides end-to-end QoS for applications by
using the integrated services mechanism over Diffserv domains. The network consists
of some Intserv nodes which classify each flow and perform admission control, the
Diffserv nodes that process only aggregate traffic control per PHB. Routers in the
mixture network may or may not participate in RSVP signaling. However, there is a
problem of how to do resource management in the Diffserv domain. The end user may
request a quantitative reservation using Intserv and expects that some guarantee could
be kept in the intermediate nodes, which the Diffserv architecture does not support.

RFC2998 proposed three possible solutions are as follows:

Static provisioned resources: The amount of traffic that each edge node allowed into
the network will be configured statically by the operator. It could bring the resource
waste due to the over resource provisioning.

Resources dynamically provisioned by RSVP: In this solution, some RSVP traffic
sent into the network and some interior nodes are RSVP-aware. This could raise up
scalability problem that the RSVP origin had since the per-flow states still exist in the
core network, which will be solved by the use of aggregation of RSVP flows [31].
However, RSVP is a very complex protocol and the aggregation is not an easy job, it
also will make the RSVP aggregation more complex.

Resources dynamically provisioned by other means: A bandwidth broker [32] or

another signaling protocol can be alternatives of RSVP.
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2.8 Resource Management in Diffserv (RMD)

The RMD protocol is based on standardized Diffserv principles for traffic
differentiation and performs an edge-to-edge resource management scheme. RMD
extends the Diffserv principles to provide dynamic resource management and
admission control in Diffserv domains. In the RMD framework, there are two types of
protocols defined: Per Domain Reservation (PDR) protocol and the Per Hop
Reservation (PHR) protocol. The PDR protocol is used for resource management in
the whole Diffserv domain, while the PHR protocol is used for managing resource for
each node, on per hop basis. The PDR can either be a newly defined protocol or an
existing one, such as RSVP or RSVP aggregation, while the PHR is a newly defined
protocol. So far there is only one PHR protocol specified, called RMD on-demand
(RODA) PHR [33] protocol. Figure 2.16 shows the RMD architecture that mix up the
PHR and PDR protocols.

QoS Request
forwarded to
next hop

QoS Request

@ Interior Node, supporting only PHR
@ Edge Node, supporting both PHR and PDR

Figure 2.16: RMD Architecture

2.8.1 Per Domain Reservation — PDR protocol

PDR protocol is only implemented in the edge nodes of the domain. It handles the
interoperation with external resource reservation protocols, the mapping of external

QoS requests to DSCP, the translation of the parameters of these requests to
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parameters used by the PHR protocol (e.g., the amount of resource units to reserve on
each hop along the path). Moreover, the PDR handles severe congestion once it has

been signaled by the PHR protocol.

2.8.2 Per Hop Reservation — PHR protocol
The RMD framework defines two PHR groups:

The Measurement-based Admission Control (MBAC) PHR: The availability of
resources is checked by means of measurements before any reservation requests are
admitted, without maintaining any reservation state in the nodes along the path. These

measurements are done on the average real traffic data load.

The Reservation-based PHR: It enables dynamic resource reservation per PHB in
each node along the path. All the nodes maintain one state per PHB and no per flow

states. The reservation is done in terms of resource units (e.g., bandwidth)

2.8.3 RMD Normal Operation

The RMD signaling messages are categorized into RODA PHR and PDR protocol

messages. These signaling messages and their description are depicted in Table 2.2.
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Table 2.2: RODA PHR and PDR Signaling Messages

Signaling Message

Signaling Message Description

RODA PHR

PHR_Resource_Request

Initiate the PHB reservation state on all nodes
located on the communication path between
the ingress and egress nodes according to
the external reservation request.

PHR_Refresh_Update

Refreshes the PHB reservation soft state on
all nodes located on the communication path
between the ingress and egress nodes
according to the resource reservation request
that successfully processed by the PHR
during a previous refresh period. If this
reservation state doesn’t receive a
“PHR_Refresh_Update” message within a
refresh period, reserved resources
associated to this PHR message will be
released automatically.

PHR_Release_Request

Explicitly releases the reserved resources for
a particular flow from a PHB reservation
state.

PDR

PDR_Reservation_Request

Initiates or updates the PDR state in the
egress. It's generated by ingress node.

PDR_Refresh_Request

Refreshes the PDR states located in the
egress. It's generated by the ingress node.

PDR_Release_ Request

Explicitly release the PDR state. It's
generated by the ingress node.

PDR_Reservation _Report

Reports that a “PHR_Resource_Request”/
"PDR_Reservation_Request” has been
received and that the request has been
admitted or rejected. It's sent by the egress
node to the ingress node.

PDR_Refresh_ Report

Reports that a “PHR_Refresh_Update”/
"PDR_ Refresh _Request” has been received
and processed. It's sent by the egress node
to the ingress node.

PDR_Congestion_ Report

Used for severe congestion notification and it
sent by egress to ingress.

PDR_Request_Info

Contains the information that is required by
the egress node to associate the PHR
signaling message. It's generated by the
ingress node.

When external QoS request arrives at the ingress node (see Figure 2.17), the PDR
protocol, after classifying it into appropriate PHB, will calculate the requested
resource unit and create the PDR state. If the request is satisfied locally, then the
ingress node  will

generate  the  “PHR Resource Request” and the

“PDR_Reservation Request” signaling message, which will be encapsulated in the
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“PHR Resource Request” signaling message. The encapsulated PDR signaling
message will be decapsulated and only processed by the egress node. The interior
nodes receiving the “PHR_Resource Request” must identify the DSCP type of the
PHR signaling message and, if possible, reserve the requested resources. The egress
node, after processing the “PHR_Resource Request” message, decapsulates the PDR

signaling message, then report to the ingress node.

Ingress Interior Interior Egress

QoS PHR_Resource_Request
- PDR_ResReq*
Request (FDR. )

1 PHR_Resource_Request

(PDR_ResReq) PHR_Resource_Request

(PDR_ResReq*)

L

PDR_Reservation_Report]
(PDR_ResReq*) QoS

———»
Request

PHR_Refresh_Update
(PDR_RefReq*) PHR_Refresh_Update
(PDR_RefReq*)

y

»| PHR_Refresh_Update
(PDR_RefReq*)

-

PHR_Refresh_Report

HR_Release_Request
(PDR_ResInfo*) »| PHR_Release_Request

(PDR_ResInfo*) PHR_Release_Request
(PDR_ResInfo*)

*PDR_ResReq, PDR_RefReq are the encapsulated PDR messages
PDR_ResReq: PDR_Reservation_Request;
PDR_RefReq: PDR_Refresh_Request;
PDR_Reflnfo: PDR_Request_Info;

Figure 2.17: RMD Functional Operation for a Successful Reservation

After receiving this report message, the ingress node will inform the external source
of the successful reservation, which will in turn send user data.

If there were no resource available in one of the interior nodes (see Figure 2.18), the
“PHR Resource Request” will be “M” marked and, as a result, the reservation

request will be rejected.
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Ingress Interior Interior Egress

QoS PHR_Resource_Request
» PDR_ResReq*
Request (PDR_ ") PHR_Resource_Request
(PDR_ResReq*) PHR_Resource_Request
- ( “M” marked)

(PDR_ResReqg*)

PDR_Reservation_Repor]
( “M” marked)

QOS PHR_Release_Request

PDR_ReglInfo*
Request (PDR_Reqinfe’)

Rejected

*PDR_ResReq, PDR_RefReq are the encapsulated PDR messages
PDR_ResReq: PDR_Reservation_Request;
PDR_RefReq: PDR_Refresh_Request;
PDR_RefInfo: PDR_Request_Info;

Figure 2.18: RMD Functional Operation for a Failed Reservation
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Chapter 3
QoS Management in Heterogeneous
Home Networks

This chapter introduces a QoS mechanism to manage heterogeneous home networks.
Based on an OSGi (Open Services Gateway Initiative) home gateway system, the
mechanism can manage the integration of heterogeneous home networks protocols
and devices to develop ubiquitous applications. It is an adaptive QoS management
mechanism based on the RMD (Resource Management in Diffserv) architecture that
can monitor real-time network traffic, and adaptively controls the bandwidth, to

satisfy the minimum requirement for each application in home network congestion.

3.1 Introduction

Figure 3.1 shows the home network environment. The home network system consists
of a residential gateway and a variety of networked appliances, and includes both
wired and wireless sub-networks. Users can control these digital home devices by
either wired or wireless links. Each sub-network is intended as a UPnP (Universal
Plug and Play) sub domain in which home appliances are discovered by each other
when they plug into the UPnP domain. This chapter adopts three real-time
applications, namely Voice over IP (VoIP), High Definition (HD) video stream and
Standard Definition (SD) video stream. The real-time traffic can be delivered by
IP-based UPnP devices in home networks. A service provider supplies home network
applications to in-home users across the OSGi home gateway. Service providers offer

various services outside the OSGi home gateway including the following:
Energy Metering: The service provider manages the peaks and valleys in energy

usage in the home network. Additionally, this service cooperates with automation to

provide automated metering, remote control and home energy usage optimization.
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Automation Service: The service provider provides a centralized point in the OSGi
home gateway server to automate the home entertainment and utility systems. The
gateway provides an integration and management point, allowing JINI and/or HAVi

devices to be deployed and managed.

AV: The service provider provides on-demand Audio/Video multimedia content to

in-home users.

Telecom: Some European operators provide triple-play services providing voice, data

and broadcasting services using DSL (digital subscriber line) technologies.

QoS: Except for the outside home gateway QoS brokers, the service provider also
negotiates with the residential QoS mechanism, which is built into the OSGi home

gateway server.

<o, e

/\/ TWireless

_. Metwerk B )

Rewainn

Figure 3.1: Home Network Environment

The service provider can pack the adaptive QoS management daemon into a
java-based bundle, and upload it to the OSGi home gateway. The service provider or
home users can monitor and remotely control the OSGi-related in-home devices by

any handheld mobile device after these devices are deployed. This module minimizes
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the cost of existing system maintenance and functional enhancement. Figure 3.2

shows an example of OSGi QoS deployment and control.

Remote
Control
and

4 9

CQO
OSGi |
Framework

Internet

Service Provider

T

1 1 type

AV: Audio-Video

CE: Consumer Electronics

Figure 3.2: OSGi QoS Deployment and Control
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3.2 QoS-aware OSGi Home Gateway in RMD
Mechanism

The proposed OSGi home network is built on the RMD network architecture. As
mentioned earlier, RMD has two resource reservation protocols, namely PHR and
PDR. PHR protocol enables the reservation of resources per PHB in each node within
a Diffserv domain. The nodes that implement PHR do not have per-flow
responsibilities. PDR is responsible for resource reservation within the complete
Diffserv domain. The PDR is adopted by edge nodes (ingress and egress), but not by
the interior nodes. This chapter focuses on the last mile between the service provider
and the home network, and assumes that the QoS profile of the service provider is the
same as the home network. Therefore, the edge-to-edge resource reservation (PDR) in
the service provider is the same as that in the home network. That is, both the home
gateway and the service provider have the same Service Level Agreements (SLA) and
Service Level Specifications (SLS). The PHR protocols extend the PHB in Diffserv
by adding resource reservation, thus enabling reservation of resources per Diffserv
class PHB per-hop in each node within a Diffserv domain. Figure 3.3 depicts the
peers in the communication in the PDR and PHR between the home network and the

service provider.

External
QoS
Request

Home
Gateway

Service
Provider | PHR (RODA) <

Ingress

> PHR
(RODA)

Egress

Figure 3.3: Peer Communications in PDR and PHR Protocol
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3.2.1 Resource Reservation in RMD Mechanism

The PDR protocol adopts the PHR protocol or any underlying protocol to transport
PDR messages. RMD is a sender initiative protocol. Only one PHR protocol, namely
RODA, is currently specified. PHR can be adopted to make the service provider
(Ingress) and home gateway (Egress) in the Diffserv domain utilize certain message
types to request and maintain the reserved resources for the flows going through the
Diffserv domain. Each flow occupies a certain number of resource units assigned to a

particular Diffserv class. Figure 3.4 shows the resource reservation scheme.

Service Provider Home Gateway
(Ingress) (Egress)

(1) External Qo,
Request,*”
[}

(2) Classify incoming flow
A into a Diffserv Class
M
(3)PHR_Resource Request
(PDR_Res Req¥)

| us

“\‘ (4)Decapsulates the
f’" PDR_Res_Req

~‘s' (5) Check if
.* QoSReq,,.. + Reserved <

Reservation Threshold
(6)PDR_Reservation_Report

(7)Inform Successful
Reservation

(8)Send Traffic (User) Data

Figure 3.4: Resource Reservation Scheme

The process shown in Figure 3.5 can be performed when the ingress node (Service
Provider) receives an external QoS request to modify the number of reserved
resources. Because the reservation-based and soft state RODA PHR are adopted, the
aggregated reservation state related to the Diffserv class PHB (DSCP) must be
periodically refreshed or updated. This external QoS request in the proposed scenario
could be initiated by the in-home user, or by the service provider. If the modified
request requires additional reserved resources, then the ingress node subtracts the old
and already reserved resources from the resources included in the new modified
request. If the modified request requires a decrease in reserved resources, then the

ingress node subtracts from the old and already reserved number of resources.
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If (QoSReq_,, > Reserved_,)
PHR_Resource_Request = QoSReq_ — Reserved ,
else if (QoSReq_ ., < Reserved_,)
PHR_Release_Request = Reserved ,, — QoSReq
endif

new

Figure 3.5: Modified Version of a Reservation State

3.2.2 Severe Congestion Detection and Notification

Severe congestion may occur as a result of link failure or route changes. In RMD,
severe congestion is signalled to the edges by the interior nodes, which report the
severe congestion occurrence to the edges by PHR signalling messages. However,
since the interior node does not maintain any flow-related information flow ID, and
the IP address of the ingress node cannot be identified, the interior node cannot notify
the ingress node of severe congestion. The PHR in the interior nodes detects severe

congestion, and the PDR protocol informs the edge nodes of it.

3.2.3 Adaptive QoS Manager

This chapter classifies the home traffic, and defines the key QoS concern for each

home network applications, as shown in Table 3.1.

Security Class: This class includes home care and health care data. Traffic in this
class is urgent and must not be lost. This class needs a small bandwidth, but also

needs a high-priority channel.

OSGi Web Control Class: This class includes OSGi remote control signals for home
appliances, and appears at the user request. The class only occupies a small resource.
To reduce the round-trip time delay during remote control, this class is assigned a high

priority but a small bandwidth reservation.
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Table 3.1: Traffic Classes

. Diffserv Resource
Traffic Class Setting QoS Concern Reservation
. Delay and 0
Security EF Reliable 3%
QEtel bige AF Reliable 2%
Control
Delay and o
VolIP AF Jitter 15%
< Video AF Packet Loss 80%
treaming
Best Effort — Throughput —

VoIP Class: Traffic in this class is adopted in Voice over Internet Protocol (VoIP), and
requires a large bandwidth, small delay and jitter. VoIP can endure some dropping
during congested period, because congestion does not degrade the integrity of the

whole conversation.

Video Streaming Class: Traffic in this class is adopted in applications such as digital
TV streaming and teleconferencing. Like the VoIP class, it requires large bandwidth,
but can tolerate a small delay and jitter. However, packet loss is an important concern,

since it affects the quality of definition.

Best Effort Class: This class is transmitted with best effort only, and is given no
resource reservation. Traffic in this class is adopted in applications including FTP and

Email. The only concern for FTP traffic is its throughput.

Figure 3.6 shows the interaction of the adaptive QoS Manager between the OSGi
home gateway and the service provider. QoS Manager negotiates with the lower
layers of both the service provider and the OSGi home gateway, which are basic
Diffserv components. The QoS Manager monitors the specified traffic to perform
adaptive control according to the QoS priority mapping table in layers 2 and 3. Finally,
the RODA PHR is adopted to transport the controlling message to the edge node.
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Figure 3.6: Adaptive QoS Manager

Our previous works have indicated that some home network applications are related
to the UPnP QoS Architecture [34]. This chapter does not seek to map priorities
between layers 2 and 3, but instead adopts an offline mapping table, shown in Table
3.2, which refers to the 802.1D/802.1P (MAC-based) protocol in the UPnP QoS
Architecture Version 1.0. The edge node performs on-line classification or filtering
according to the mapping table, and the QoS Manager catches the marked packets to

process adaptive control.
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Table 3.2: QoS Mapping with DSCP and 802.1D/802.1P

in UPnP Type (Priority) Traffic Class
'\éeotm%ll( NC 7 EF Security Traffic
Sgg?‘rtr:g;g NC 7 EF OSGi Web Control
Voice VO 6 AF VolP
Gaming VO 6 AF HD Video Stream
AV \ 5 AF SD Video Stream
Audio VI 5 AF Audio
Image EE 3 AF —
Data BE 0 BE FTP
Other BE 0 BE —

3.2.4 Adaptive QoS Control Mechanism

The proposed adaptive QoS control scheme, which is based on the RMD admission
control, performs a reengineered process. The traffic is monitored and adjusted
periodically after it is admitted by the PHR in RODA. The dropping probability is
measured at every time interval T to check whether the values are below the target
level, while maximizing the network utilization. Table 3.3 shows the notation adopted

throughout this chapter.
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Table 3.3: Notation and Description

Notation Description
B available bandwidth of the bottleneck link
Bremainder remainder capacity of the bottleneck link

B(dscp) qeqy reserved bandwidth of the specified class

B(dscp) 4 request bandwidth of the specified class
é(dscp) 0 new request bandwidth of the specified class

g (dscp)drop packet dropping threshold of the specified class
& (dSCp) jier jitter threshold of the specified class

Figure 3.7 shows the adaptive QoS control algorithm. As mentioned earlier, the
dropping ratio of each PHB class is monitored at each interval time to ensure that it
remains below the threshold limit. Increasing the dropping ratio is likely to raise the
jitter of the VoIP. The flow is adjusted when the dropping ratio is above the threshold
value. A flow over the threshold value is permitted when the amount of available
resources increases. However, if no additional resources are available, then the
subclass flow is also checked, and the dropping ratio of the subclass is measured to
ensure that it is also below the dropping threshold. A signalling message is then sent
to the sender to block the subclass flow that has most recently requested a reservation.
If no more adjustment is needed in the time interval, then a signalling message is sent
to the sender to unblock the flow in first-in-first-out order. If no subclass flow or
resources are available, then a signalling message is sent to the sender to block the

flow.

- 48 -



DESCRIPTION

The adaptive QoS manager measures the accumulated dropping ratio of the HD video stream, and calculates the
accumulated jitter of VoIP, at every estimate time interval T to verify that the performance of the specified

application is below the threshold.

ASSUMPTION

The utilization threshold measuring the congestion condition is the same for each class in the bottleneck link. The
available bandwidth of the bottleneck link B is given by Z B dscp for each class,
Buw =Link Capacity(dscp) X Threshold(dscp). Traffic can be borrowed from other classes.

For every T seconds do
B(dscp) s, = (B(ASCP) sz / B ) X Breominer
if ((DSCP ==DSCP_HD && D (dscp) > & (dscp)aw ) ||
( DSCP==DSCP_VoIP && J (dscp) > & (dscp) ... ) )then {
If ( Bemainger = B(dscp),, ) then {
Increase resource reservation for the specified class
B(dscp)pesy + = é(dSCp)m
Bremainger — = B(dSCp) .,
1 else {
if (subclass exists && D (subdscp) < & (subdscp)awr ) then {
Signal the sender to block the flow of the subclass
Record the blocked flow ID in the queue Q
1 else {
Signal the sender to block the flow of the class
Record the blocked flow ID in the queue Q
1 endif
} endif
1 else if (Q isnot empty ) then
Unblock the flow in FIFO order
endif
endif

jitter

Figure 3.7: Adaptive QoS Algorithm

- 49 -




3.3 Simulation Results and Performance
Analysis

Network Simulator 2 (NS2) was adopted to evaluate the performance of the proposed
QoS scheme. In our simulation scenario as shown in Fig. 3.8, there are three classes
of real-time application in the home network. Internet service providers initiate High
Definition (HD) video streams, Voice over IP (VolP) streams, and Standard

Definition (SD) video streams to in-home users.

g. /4

Provider
— - - — HD Video Stream

......... VolIP Stream
SD Video Stream

Figure 3.8: Simulation Scenario

3.3.1 Comparison of QoS Strategies

The proposed simulation scenario was divided into two parts, one was running in the
wired homogeneous testbed, as shown in Fig. 3.9, another was running in the
wired/wireless heterogeneous testbed, as shown in Fig. 3.10. The performance of
Diffserv, RSVP, and RMD schemes in the wired and wired/wireless home networks

was compared.
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Service

Gateway
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Figure 3.9: Homogeneous Wired Testbed

Figure 3.10: Heterogeneous Wired/Wireless Testbed
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Table 3.4 shows the traffic characteristics of both the homogeneous and
heterogeneous home networks. To prevent additional traffic streams from affecting the
existing traffic load, applications were started at different times. All of the
applications were kept running until the end of the simulation. The simulation end
time of the heterogeneous network was set to 150 seconds, while that of the

homogeneous network was set to 100 seconds.

Table 3.4: Traffic Characteristics

Flow Packet Data Stop
Tvoe Traffic Type Size Rate Arrival Time (sec) Time
yp (Bytes) (kbps) (sec)
. 100

VoIP VBR 200 16 2.0+ exponential (or 150)
- ) 100

HD Video VBR 1500 256 5.0+ exponential (or 150)
. . 100

SD Video VBR 1500 64 10.0+ exponential (or 150)

The comparison results of the RSVP, RMD and Diffserv mechanisms are shown
below. Individual flow performance was evaluated at each simulation time interval (5
seconds). Figure 3.11 indicates Diffserv mechanism had a higher packet loss ratio
than RSVP and RMD mechanisms without admission control. RMD caused no packet
loss in the wired link network. Figure 3.12 shows the average end-to-end delays,
indicating that Diffserv and RSVP mechanisms had a higher latency than RMD
mechanism due to the unlimited waiting resulting from packet loss. RMD had an
average delay of only 0.0054 seconds. Although RMD performed admission control,
its throughput was almost as high as that of Diffserv.
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Figure 3.11: Average Packet Loss Ratio
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Figure 3.12: Average End-to-End Delay
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The exponential arrival time was adopted to prevent large amounts of traffic from
congregating at the same time, since that phenomenon would reduce the overall
performance, aggravating the CPU loading for admission control processing. Figure
3.13 indicates that the throughput of RMD mechanism rose stepwise due to the need
to perform admission control. The throughput in Diffserv mechanism burst faster than
in both RSVP and RMD mechanisms because Diffserv has no prepared admission

control time.

8000
7000 —=
6000 f
c%j 5000 / A—*—/MM
% 4000 / / —&— DiffServ
C% 3000 f RSVP
2000 7& —4—RMD
1000

0‘A=lll
DEJORPREP®PRDSEROR D PP

Simulation Time (Secs)

Figure 3.13: Throughput in Bottleneck Link

3.3.2 Performance Analysis

As mentioned above, the proposed adaptive QoS manager is based on the RMD
mechanism, and performs a reengineered process. The dropping probability (which
may cause jitter) was kept below a target level while maximizing network utilization
in an attempt to meet different QoS requirements. That is, VoIP should have the
minimum delay and jitter, while HD video stream should have the minimum packet
loss. In this experiment, SD had a lower priority than HD, so the loss ratio of SD was

bigger than that of HD when the network increased in size.
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The simulation results are shown below. Figure 3.14 indicates that the average
latency of the proposed adaptive admission control (ADC) mechanism was almost
equal to that of RMD. For individual applications, Figure 3.15 indicates that the
end-to-end latency of VoIP applications in adaptive ADC scheme was less than that in
RMD mechanism. Additionally, Figure 3.16 indicates that the average jitter of the
adaptive ADC scheme was slightly less than that of RMD. For VoIP applications, the
jitter of adaptive ADC scheme was less than that in RMD mechanism, especially
when transmitting consecutive video streams during periods of 50-100 seconds, as
shown in Figure 3.17. Figure 3.18 indicates that the average loss ratio in adaptive
ADC scheme was below that of RMD mechanism. Finally, the loss ratio of HD video
stream in adaptive ADC scheme was less than that in RMD mechanism, as revealed in

Fig. 3.19.

0.45
0.4
0.35 } |
0.3
0.25
0.2

Latency (sec)

0.15 r —e— RMD with ADC ||
0.1 —=— Adaptive_ ADC ]
0.05

0

SO E OO D
SR L S RSN N NS
Simulation Time (sec)

Figure 3.14: Average Latency
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Figure 3.15: End-to-End Delay in VolP Applications
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Figure 3.16: Average Jitter
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Figure 3.17: VolP Jitter
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Figure 3.18: Average Loss Ratio
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Figure 3.19: Loss Ratio in High Definition Video Applications
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The proposed adaptive ADC scheme sacrifices a small amount of the throughput in
order to address the QoS requirements of each application in a congested home
network. Therefore, the proposed scheme not only minimizes the end-to-end delay of
all real-time applications, but also reduces the packet loss ratio in HD video stream.

Figure 3.20 plots the throughput.
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Figure 3.20: Throughput in Bottleneck Link

In summary, the proposed adaptive QoS mechanism achieved the best end-to-end
latency, packet loss ratio and the jitter ratio among the schemes tested, as indicated in
Table 3.5. Table 3.6 shows that the proposed adaptive QoS mechanism satisfies the
specified concerned QoS requirements of each application more effectively than other

mechanisms.
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Table 3.5: Average Performance Improvement

p arg?nset o Decrease/Increase Im(g\:/%\;gg];m
Jitter Decrease 0.1391 (ms)
Latency Decrease 6.6 (sec)
Loss Ratio Decrease 5.43%

Table 3.6: Performance Improvement in each Application

Flow Decrease / QoS Improvement
Type Increase Parameter (Average)
HD Decrease Loss Ratio 4.53%
HD Increase Throughput 1.2%
SD Decrease Loss Ratio 1.89%
VolP Decrease Latency 20.9 (ms)
VolP Decrease Jitter 0.0407 (ms)
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3.4 Summary

The proposed adaptive QoS manager combines the wired and wireless QoS concerns
into admission control. Different home applications have different key QoS
requirements in congested home networks. For instance, VoIP applications are
concerned about the jitter, but can tolerate some packet loss, which does not
significantly harm the integrity of the conversation. High-definition video stream is
mainly concerned with packet loss, but can tolerate a small time delay and jitter. The
QoS attributes are integrated to perform adaptive admission control in wired-wireless
heterogeneous home networks. Simulation results indicate that although some
throughput is sacrificed in low-priority application like Standard Definition (SD)
video stream, each application is guaranteed to have the minimum but the most
important QoS requirement. Simulation results also indicate that the proposed
mechanism reduces the average jitter, latency and packet loss by 0.1391 ms, 6.6 ms
and 5.43%, respectively. The proposed mechanism reduced the packet loss ratio by
4.53%, and increased the throughput by 1.2%, in high definition video stream.
Additionally, it decreased the jitter and latency to 0.0407 ms and 20.9 ms, respectively,
in VoIP applications.
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Chapter 4
Adaptive Radio Resource Management
In GPRS/UMTS Service Networks

This chapter presents a novel resource management based on timeslot utilization in an
integrated GPRS/UMTS service network. This approach gives UMTS high priority
for sending data services, it also makes voice services available over GSM. UMTS is
the interference limited system. More subscribers will increase the probability of error
bits. To keep a clear spectrum, CAC (Call Admission Control) will not allow all
subscribers to access the cell. Some subscribers will be blocked to reduce the
interference. To consider of the continuity of data services, we can handoff some
subscribers with dual stacks from UMTS to GSM/GPRS if the traffic in UMTS is in
heavy loading. In GSM/GPRS, one timeslot can be used by GSM or GPRS. GSM and
GPRS cannot use the same timeslot simultaneously. To keep the more available
timeslots, we can handoff some voice traffic from GSM to UMTS in order to allocate
for GPRS. It can increase the capacity of the integrated system and does not drop
voice services. This chapter presents a radio resource scheduling between GSM/GPRS
and UMTS, combining timeslot-limited and interference-limited systems. The
proposed approach significantly increases capacity, and contains the existing UMTS

call admission control mechanism.

4.1 Introduction

Third-generation (3G) networking technology has taken many years to be deployed
worldwide. The ability to operate seamlessly between existing 2/2.5G GSM/GPRS
(Global System for Mobile Communications/General Packet Radio Service) and
developing 3G UMTS (Universal Mobile Telecommunications System) networks is
critical for its widespread adoption. To reduce construction cost, most operators
generally constructed new 3G base stations in the same buildings as previous

generation base stations. Under the scenario of the same base station with 3G system
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and GSM/GPRS system, GSM/GPRS can compensate the coverage hold caused by
the limitation of 3G transmission power. An integrated GPRS and UMTS system
should effectively adopt of UMTS radio resources for high data rate applications, and
ensure continued service when UMTS coverage is unavailable. Hence, a major

challenge is managing different radio resources among co-sited base stations.

In GSM systems, each cell supports dedicated timeslots for voice connections and
data connections based on circuit switching. Each cell has several channels, which are
generally frequency and timeslot pairs. Each voice connection adopts exactly one
channel. New voice connections (or handoff connections) are admitted if the cell has
any free channels, and no further calls are admitted when all channels are occupied.
The radio resource management (RRM) algorithm of GSM is simple and
straightforward. To enhance data connection services, standard GPRS over GSM
supports multi-timeslot data access, in which several data connections share particular
timeslots [35-36]. Namely, GSM and GPRS offer particular timeslots for voice and
data connections, and RRM algorithms for GSM/GPRS are based on the timeslot
system. The new generation UMTS consumes fewer air interface resources for the
same data rate than GSM/GPRS. In UMTS, power control techniques determine the
power required to sustain a given data rate. In either of these two cases, stations with
poor channel conditions need require more air interface resources to sustain a given
data rate than stations with good channel conditions. Qualities of air interface resource
depend on radio interference and transmission power. The RRM algorithms in UMTS

are limited by interference and transmission power.

Simplistic RRM algorithms [37-41], including those that merely consider the number
of subscribers attached in the system, and block new calls as a threshold is reached,
cannot use the flexibility provided by the integrated and co-sited system. The
integrated RRM is designed to optimize the resource usage both within and across
systems. Such an RRM is obtained by assigning the radio resource to each service
provided by the network, considering both system loading and resource availability,
and allowing a subscriber to be served using the most efficient system, retaining the
connections-requested quality. To select the best network to access, Filippo [42]
investigated cost-based traffic control mechanisms in a scenario comprising a GPRS

and a UMTS network providing cellular coverage in the same area. Filippo’s
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algorithm provides the best radio access network selection to increase the cell
capacity and decrease the cost. However, GPRS and GSM share the same radio
resources. The distribution of GSM traffic directly influences the amount of GPRS
resource. Filippo’s cost-based radio resource management only considers GPRS and
UMTS. In summary, GSM/GPRS form a heterogeneous network sharing the same
radio resource pool. Radio resource management of an integrated network must
consider heterogeneous network resources, and take advantage of the benefits of the

heterogeneous network resource.

This chapter emphasizes on continuous coverage of all services, especially in heavy
loading in UMTS. The effect of inter-cell interference is not considered. This study
presents a novel radio resource scheduling between GSM/GPRS and UMTS,
combining timeslot-limited and interference-limited systems. The proposed approach
significantly increases capacity, and contains the existing UMTS call admission

control mechanism.
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4.2 GSM/GPRS and UMTS Service Handoff

GSM/GPRS is the currently developed system, and UMTS is the system under
development. Hence, integration between UMTS and GSM/GPRS systems probably
involves three scenarios [43-44]. First, the subscriber is covered by UMTS and
GSM/GPRS, and the subscriber is approved into UMTS to improve service quality.
UMTS can be adopted to multimedia data services, as shown in Fig. 4.1(a).
Depending on the number of subscribers, the network provider can arrange for
subscribers in heavy serving cells to hand off to other cells. Subscribers in a
standalone system can access other light intra-system cells based on network
decisions if the serving cell is overloaded. The network provider has many traffic load
balancing mechanisms in an integrated system, as shown in Fig. 4.1(b). GSM/GPRS
provides wider coverage than UMTS when initially deploying UMTS. Data
communication may be dropped if a subscriber moves along the weak UMTS area. To
prevent the existing service from dropping, the subscriber is handed off from UMTS

to GSM/GPRS if the UMTS coverage is insufficient, as shown in Fig. 4.1(c).

Adopting UMTS instead of GPRS can increase the data rate for high-speed data
applications in integrated cellular networks, but may produce the “breathing effect”,
shrinking the UMTS convergence radius and leading to serious connection dropping,
as shown in Fig. 4.1(d). One solution to this problem is to install new Base Stations,
and specify the antenna configuration carefully according to quality constraints. The
other solution applies the mechanism of Call Admission Control (CAC) to ensure
UMTS radio convergence. Restated, the traffic property can be set in terms of the

maximum and minimum required capacities.

The proposed resource management is based on timeslot usage. UMTS has a higher
potential resource for data connections than GPRS. Some data connections must be
handed off to GPRS to guarantee a clear radio environment if UMTS is overloaded.
Voice connections in GSM are forced to handoff to UMTS in order to vacate more
timeslots for GPRS. Although GPRS cannot support high-speed data connections, it
can support low-speed data connections. Therefore, GPRS can share the traffic

loading from UMTS, and reduce UMTS interference.
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Figure 4.1: (a)Handoff from GSM/GPRS to UMTS to Obtain Increased
Bandwidth; (b)Handoff between GSM/GPRS and UMTS to Balance the Traffic
Loading; (c)Handoff from UMTS to GSM/GPRS to Ensure Service Continuity,

and (d)Breathing Effect
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4.3 Adaptive Radio Resource Scheduling

The UMTS capacity depends on the data throughput, and the GPRS capacity depends
on the number of timeslots. The AMR (Adaptive Multi-Rate) transcoding technology
was implemented to reduce the bandwidth usage of voice services in UMTS [43-47].
The voice service was only 12.2 kbps. However, in the GSM, the voice service was

given a single timeslot that can transmit data at 21.4 kbps.

To ensure a clear spectrum, the CAC (Call Admission Control) mechanism is allowed
to restrict access air resources for all services. In an integrated system involving
GSM/GPRS and UMTS, some mobile services can be handed off from UMTS to
GSM/GPRS under heavy traffic loading conditions. In GSM/GPRS system, GSM and
GPRS can share one timeslot, but cannot use it simultaneously. To maintain the
number of available timeslots, some voice traffic can be handed off from GSM to
UMTS to increase the available bandwidth for GPRS services. The capacity of the
integrated system can be increased without reducing the level of voice traffic. Figure
4.2 shows this approach during handoff from UMTS to GPRS. The mobile data
service starts in UMTS. Scheduling forces the existing GSM voice services to handoff
to UMTS until UMTS becomes heavily loaded. The mobile data service is then
transferred to GPRS until the service is blocked.

GSM/GPRS

\oice service

Figure 4.2: Service Handoff Operation
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This chapter examines a cost-based traffic control approach in a scenario comprising
GSM/GPRS and UMTS networks, both providing cellular coverage in the same
region. The approach assigns cellular services to the RAN (Radio Access Network),
which minimizes the resource consumption and reduces the capacity. In the
GSM/GPRS network, the shared resource S is represented by physical channels,
namely the pair (Fc,Ts), where Fc denotes the number of frequency carriers, and Ts
denotes the number of timeslots. The number of timeslots is the resource consumption
of each service supported by the GSM/GPRS network. The cost of GSM/GPRS is
given by

™Mz
wn

-
T

Neprs =

w

max

where S; denotes the estimated timeslot consumption of the jth service, and Spax

represents the total number of timeslots in (F,Ts).

The shared resources in the UMTS network represent the downlink power at the base
station. Therefore, the resource consumption is represented by the power required to

provide each service adequately, and depends on the relationship amongE,, N, and

the actual traffic loading, while the available resources are represented by the amount
of power not yet used. The performance indicator Ey/N, is always related to a quality
target. Notably, unlike in the GSM/GPRS network, resource consumption is not
known a priori, and hence must be estimated by the network for cost calculation. In
the downlink, E,/N, is calculated by the model [48-49]:

E, W P

X

I-a)+ 1, +Py

N R

0 I own

where lown denotes the total power received from the service cell; lon denotes the total
power received from the surrounding cell; Py denotes the noise power; W denotes the
chip rate (3.84Mcps), and R denotes the data rate. The factor o is called the
orthogonality factor, and depends on the multipath conditions. The codes are fully
orthogonal, and are therefore cancelled with o = 1 when the serving cell has no
multipath interference. This chapter found that R and P need to be proportional to
maintain an appropriate Ep/N, value. The cost of UMTS is given by
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where Pnax denotes the maximum of the received power in the worst case.
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The proposed management assigns radio resource according to the loading cost
between the UMTS and GSM/GPRS systems, and thus increases the capacity by
reducing the interference. Figure 4.3 shows the proposed radio resource management.

The integrated system allocates the radio resources by comparing 77gprs With 77,15 -

To minimize the cost, the GSM/GPRS system allocates resource to satisfy new and

handoff connections while 77,,,;s exceeds 7gpgs - Otherwise, the UMTS system

allocates resource to satisfy new and handoff connections. The proposed management
allocates the radio resources of UMTS for services, except that the UMTS system has

a heavy loading (77, =90% ). Under heavy loading, new and handoft connections

can be assigned GSM/GPRS resources if GSM/GPRS system has free resources. If
the GSM/GPRS resources is insufficient for new and handoff data connections, the
GSM/GPRS system forces existing voice connections to move to the UMTS system,
and vacates GSM/GPRS resources for new and handoff data connections. New and
handoff data connections then obtain the GSM/GPRS resources. New and handoff
connections are blocked if GSM/GPRS and UMTS cannot satisfy the requirements of

new and handoff connections.

Figure 4.4 summarizes the radio resource allocation algorithm with the pseudo code.

To estimate the interference cost, 7yyrs reo 18 defined as the required resource of

UMTS network,

N
'21 PrxJ + 0 Ryew _ CONNECTION
J:
umts REQ =
Poax + 0 Ryew _ CONNECTION

where Ryey connecrion denotes the UMTS connections requirements of new and

handoff connections, and o denotes the maximum tolerable interference.

Moreover, 77prs csm req  denotes the required resource of GSM/GPRS network, and

Neprs esm reo  depends on timeslot requirements of new and handoff connections,

N
Z Sj + S new _ CONNECTION
_ =
NGPrRs GsSM _REQ = S

max

where Syey comecrion denotes the number of timeslots for requirements of new and

handoff connections; Syey connecrion =1 When it receives a voice connections.
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Nuwrs_ThresroLp 1S the threshold of UMTS heavily loading, is 90% here. Neprs_ssm_occupien

is the resource currently occupied by a GSM voice call.
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Service
blocked
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Handoff existing data services to
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Figure 4.3: Proposed Radio Resource Management

-72 -



01
02
03
04
05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20
21
22

Initialize 77\ =0 andngprs =0
Wait for connection request arrival
IF new voice connection request arrives
IF (Mumrs + Mumrs req) > (Maprs + Moprs osm req)
IF (7gprs + Tlcprs Gsm 7REQ) <1
Admit new voice connection with GSM resource
ELSE
Reject voice conncetion request
ELSE
Admit new voice conneciton with UMTS resource
IF new data connection request arrives
IF Mumts < TlumTs THRESHOLD
Admit new data connection with UMTS resource
ELSE
IF (6prs + Mcprs _GSM REQ) <1
Admit new data connection with GPRS resource
ELSE
IF (Mgprs — Teprs esm_occupiep T 71Grps GsM REQ ) <1
Handoff a voice connection to UMTS network
GOTO 15
ELSE
Reject new data connection request

Figure 4.4: Resource Allocation Algorithm
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4.4 Performance Analysis

The proposed scheme was examined by the UMTS and GSM/GPRS models in an
NS2 simulator with the traffic source set at a constant bit rate. Two different
connections, speech and high-speed data, were available to subscribers. The speech
connection was provided with GSM, while the high-speed data connection was
offered with UMTS. A subscriber was allowed to transmit data regardless of whether

it specified UMTS or GPRS.

Moreover, each subscriber could obtain up to eight data transmission timeslots. The
C/1 was assumed to be guaranteed at the cell border for all GPRS connections, and
satisfied once a subscriber was admitted. Each GPRS cell contained six 200 kHz
carriers. The simplification comes from the reuse of frequency in the specified layout.
Slow fading was modeled, and the path-loss was calculated using the Okumura-Hata
formula. CS-4 code technology was implemented in GPRS. The UMTS used one
frequency block of 5 MHz, and the shared resource was the downlink Base Station
power. The system was assumed to be interference-limited but not code-limited. An
ideal power control loop was implemented. Table 4.1 lists the parameters of the
connections used in the simulation. The experimental system comprised two systems.
The base stations of both systems were co-sited. A set of uniformly distributed
subscribers was created at each iteration of the simulation. The simulations were static,
meaning that each iteration corresponded to a traffic situation uncorrelated with that
of the previous iteration. Each subscriber was assigned one data session at a time after

the loading was updated.

The simulated environment included two data rates, 64 kbps and 128 kbps. A set of
simulations was performed to evaluate the capacity gain of the investigated traffic
balance schemes. The simulations of UMTS, GSM and GPRS were performed to
estimate the throughput, packet loss ratio and delay time. The traffic source was set at

a constant bit rate.

-4 -



Table 4.1: Simulation Parameters

Parameters Value
Activity Factor of Subscribers Speech: 0.8
Data: 1
Speech: 12.2db
Ew/N, Signal Energy RT 64k: 5.5db
RT 128k: 6.5db
UMTS Chip Rate 3.84 Mcps
64 kbps
Data Rate 128 kbps

a Orthogonality Factor (1 fully

. . 1
orthogonality; 0 no orthogonality)

Speech: -19.4db

Maximum interference o RT 64k: -17.8db
RT 128k: -11.6db
The number of GSM/GPRS Carriers F, 6
The number of GSM/GPRS timeslots T 8
The number of total timeslots Siax 48
Requirements of timeslots for data RT 64k: 4 timeslots
connections RT 128k: 8 timeslots

4.4.1 Average allocated bandwidth

Figure 4.5 indicates that the UMTS capacity at an average allocated bandwidth of
64kbit/s was 26 subscribers, while the GSM/GPRS capacity was 12 subscribers. The
capacity of the proposed scheme is 40 subscribers. Experimental results show that the
proposed scheme with traffic balancing clearly outperforms other scheme for data
rates up to 120 kbps. At 128 kbps, six subscribers achieved up to 120 kbps in
standalone GPRS, while 14 subscribers achieved the same speed in standalone UMTS.
The sum of both standalone systems was 20 subscribers. Notably, 24 subscribers
achieved up to 120 kbps in the integrated system, increasing the capacity to serve four

additional subscribers.
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Figure 4.5: Average Allocated Bandwidth

4.4.2 Average packet loss ratio

Figure 4.6 shows that noise from other subscribers did not affect the GPRS packet
loss ratio. The packet loss ratio in GPRS was below 10%. The packet loss ratio in
UMTS was almost 1%, while the UMTS network has a light loading. However, the
packet loss ratio in UMTS increased exponentially, while the UMTS had heavy
loading. The packet loss ratio of the integrated system was similar to that of UMTS.
The packet loss ratio in UMTS was influenced by the subscriber number. Therefore,
the packet loss ratio of the integrated system depends on numbers of subscribers. This
phenomenon occurs because UMTS is an interference-limit system, and

co-interference increases with rising data flows.
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Figure 4.6: Average Packet Loss Ratio

4.4.3 Average delay time

According to Fig. 4.7, the average delay time was approximately 1400ms in GPRS
and less than 100ms in UMTS. Therefore, GPRS is not appropriate for providing real
time connections, since it normally raises the delay time when data connections are
handed off from UMTS to GPRS. Raising the delay time degrades the performance of
real time connections, and is likely to result in echoes and periods of silence.
Significantly, the delay time in UMTS was found to be less than that in GPRS. The
average delay time in the integrated system was above 100ms with the traffic
balancing scheme. The average delay time of real time connections has to be less than
400ms, as indicated in the rules of 3GPP [50]. The data connections in the integrated
system can support real-time connections except for data connections in GSM/GPRS.

GPRS cannot support real-time data connections.
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4.4 Summary

Resource schedule attempts to achieve efficient provision of resources. This chapter
presents an integrated resource scheduling scheme comprising GSM/GPRS and
UMTS. Based on the definition of the traffic loading threshold, the scheme assigns
subscribers to the most appropriate service network, thus raising the spectrum
efficiency. A handoff operation of voice connections was implemented in order to
avoid dropping connections, reducing the UMTS traffic loading and raising the

utilization capacity of UMTS and GSM/GPRS.
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Chapter 5

Enhancing WLAN/UMTS Dual-Mode
Services Using Distributed Multi-Agent
Scheduling Scheme

This chapter proposes a distributed multi-agent scheduling scheme to enhance
WLAN/UMTS dual-mode services. WLAN services are inexpensive and have a high
bandwidth, while UMTS services provide wider coverage area and high mobility.
Based on intelligent deduction, this chapter presents a novel service scheduling
scheme for WLAN/UMTS dual-mode networks (see Fig. 5.1). The proposed system,
Distributed Multi-Agent System (DMAS), consists of a set of problem-solving agents
that autonomously process their own tasks and interoperate with one another by a
shared database to reach a suitable schedule for dual-mode network services. A
two-level control mechanism comprising local-control and meta-control is presented
to achieve a high degree of goodness in service scheduling. Simulation results
indicate that the quality of service (QoS) of the proposed discipline in terms of
average delay and jitter is better than that of the pure UMTS network by 25% and
10%, respectively. The scheduling discipline can improve the service quality in

dual-mode networks.
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5.1 Proposed DMAS Scheme

The network includes information about delay, packet loss ratio, jitter and free
resource. These parameters affect the quality of transmission, especially for real-time
services. Real-time services require strict conditions for delay, jitter and packet loss
ratio, while non-real time services are less sensitive to these factors. In practice,
conversational and streaming services are real-time services, interactive and
background services are non-real time services. Table 5.1 shows the characteristics of

different service classes.

Table 5.1: Service Characteristics

Service Class Mapping Criteria

Conversational Class | Low Delay, Low Jitter

Streaming Class Low Delay
Interactive Class Low Loss
Background Class Best Effort

The network situation influences the networking choice made by the mobile node.
Additionally, the service fare and the movement of mobile node are also significant
factors in choosing a suitable access network. If a mobile node moves, then it can
leave between the WLAN and UMTS radio coverage areas. Each cell in a UMTS
network has a wide coverage area, and each base station deploys in high density.
Moreover, UMTS has had good handoff mechanisms for a long time. Conversely,
WLAN:S still do not have any good handoff mechanisms, wide radio coverage area or
high-density development. Thus, a UMTS network is more suitable than a WLAN for
mobility. However, a UMTS service is expensive, since it charges by the number of
packets transmitted. The WLAN service is cheaper than UMTS, making it suitable for

users who consider cost as a significant factor.

A distributed multi-agent scheme, or DMAS, consists of a collection of interacted
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agents connected to form a communication network. In the proposed mechanism, the
DMAS is added in two-tier architecture (see Fig. 5.2). DMAS has several functions,
including monitoring the network situation in real time, and acting as QoS broker,
determining the level of free resources currently available in the network. DMAS
should transmit small packets to probe the network situation on a regular time
schedule. The DMAS adopts the information related to the network situation, as
variables in a decision function. The result of decision function is then sent to the
mobile node. After receiving the result from the DMAS, the mobile node compares
them based on the network, and chooses the best network to access. Each agent is a
problem solver that can solve the service scheduling issue in a dual-mode network.
Such an environment must interoperate to share knowledge and data, and cooperate to

solve problems.

Each agent in such an environment can compute autonomously and cooperate with
other agents to obtain a satisfactory solution for service scheduling. The three major
modules in this system are the knowledge source, the blackboard module and the
control engine. Figure 5.3 shows the multi-agent paradigm and the relationship
among different modules. Each problem-solving module is introduced in the

following section.

WILAN network

i UMTS access network

1 Core network
domain B -

Figure 5.2: DMAS System Operation
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Figure 5.3: Proposed DMAS Paradigm

5.1.1 Knowledge Sources (KSs)

A large-scale application should consist of many agents (problem solvers) to assist the
analyst with problem resolution. Each particular agent, KS, has knowledge and
reasoning philosophy. From the point of view in industrial applications and this
research focus, the five categories of KS are classified as local-planning KS,
meta-planning KS, communication KS, domain KS and constraint KS. The
local-planning KS focuses on incrementally collecting the partial results derived from
the problem-solving agents. The meta-planning KS maintains the global status and
makes decisions. The communication KS receives and broadcasts results in a network
environment. The domain KS manipulates the heuristic rules and facts related to
service scheduling issue. Finally, the constraint KS defines the required criteria in the

application domain.

5.1.2 Blackboard Modules

The blackboard system is shared by KSs cooperating to achieve the problem-solving
result. The blackboard module, which is a shared database in the physical view,
consists of a data blackboard and a control blackboard. For parallelism, community
and plurality, both blackboards are structured into several layers. The data blackboard,

which synthesizes the results, is separated into five layers: basic answer, hypothesis,
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partial result, local optimality and global optimality. Additionally, to enhance the
efficiency of the inference process, the control blackboard is composed of operation,

model, policies, evaluation and network layers.

5.1.3 Control Engine

Two basic issues should be addressed when designing a multi-agent cooperative

paradigm. One issue is the optimal control of each problem-solving agent and the

other is the obtaining a global optimal from the partial results. Figure 5.4 shows a

control engine to resolve the two issues. The engine is described as follows.

Action 1: Both domain knowledge and constraint knowledge are broadcasted to every
agent assigned to participate in the problem-solving tasks.

Action 2: Each agent executes the local control based on the blackboard system.

Action 3: Partial result or local optimal results are broadcasted to the idle agent for
handling conflict resolution.

Action 4: The processing executes repeatedly until a global optimal result is reached.

Domain KS

Application
Constraint KS

Decision

‘ | Critical Conflict
Result Resolutio

Figure 5.4: Proposed Control Engine

5.1.4 Decision Function

This chapter focuses on optimally allocating service networks to mobile users to
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maximize the degree of satisfaction for users. This section considers the factors that
influence the QoS of the services and the cost of mobile users. The state of the
network can be estimated directly from the delay, jitter and loss ratio. The other
factors are also introduced to be considered: free resource, mobility capability and
service fare. A cost function is proposed as a decision function that simply combines

the above weighted factors. The cost function is formulated as:

D(R,M,D',J,L.LC)=Rx(axM +bxD'+cxJ+dxL+exC) (5-1)

R: “Resource Parameter”

If enough resources are available in the service network, then R=1, else R=0.

M: “Mobility Activity Parameter”
If the mobile users move frequently, then the user has the opportunity to leave
the coverage area of this service network. The action and location of users can be
recorded in the system database. The probability of moving can be estimated in
advance based on the historical data. The value of M is calculated from the time
of moves divided by the total time in the record.

M = TimE(moves)/Time(total)

D’: “Delay Parameter”

_ Delay yurs swian
Delay yrs + Dealy

J: “Jitter Parameter”

‘]itter UMTS /WLAN
Jitter s+ Jitter .y

L: “Loss Ratio Parameter”

Loss Ratio yyrs s wia
Loss Ratio s + Loss Ratio .

1 —

C: “Service Fare Parameter”
C is a constant. The value is set to 1 in the UMTS networks and to O in the

WLAN networks.
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Each network has one set parameter to represent it at each moment. Equation (5-2) is
the decision function of UMTS, and Eq. (5-3) is the decision function of WLAN. The
result is calculated from Eq. (5-4), as the UMTS decision function minus the WLAN
decision function.

D(R,M,D",J,L,C) - (5-2)

UMTS

RUMTS ><(axl\/l umTS +bXD'UMTS +CX\]UMTS +dXLUMTS +eXCUMTS)

D(RaMaD'aJaLaC) = (5'3)

WLAN
RWLAN X(aXM WLAN +b><D'WLAN +CX\]WLAN +d><|—WLAN +eXCWLAN)

D(R’M 9D'7‘J9L7C)UMTS _D(R,M )D')‘] )L)C)WLAN - (5 4)

Ruows X@*XM s TP D lours 7% J gurs + % Lyurs +8%C s )~

RWLAN ><(a><|\A WLAN +bXD‘WLAN +CX\]WLAN +dXLWLAN +eXCWLAN)

Rumrs and Ry an cannot both equal to zero, since each mobile node must be in either
the UMTS or WLAN network, and have its resources while decision function is
calculated. The system operator can adjust parameters a, b, ¢, d and e. If some mobile
nodes intend to pay much to use UMTS and ensure that the connection is stable
during movement, then parameter e can be enlarged. Parameters b, ¢ and d can be
increased to ensure a reasonable quality of service of conversational class service.
Finally, if the service fare issue is very important for some users, then parameters a

and e can be adjusted separately to suitable values.

Besides the difference in bandwidth, different QoS standards present another problem.
The service in UMTS can be classified into four different classes by its characteristics,
namely conversational, streaming, interactive and background [51]. Defining and
distinguishing services by UMTS class after the traffic made handoff into the WLAN
network is a popular issue. In an interworking system, the proposed mechanism
allows users to select a suitable network must work with a fine QoS mechanism
together to obtain the best communication quality and eliminate serious packet loss in

important messages.

Diffserv [52] is specified as the QoS mechanism in WLAN, and a mapping table was
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introduced between different QoS levels in UMTS and WLAN. The traffic is mapped
into different QoS classes when the traffic traverses from UMTS to WLAN or vice
versa. For instance, all the packets from UMTS to WLAN are reclassified in the
WLAN edge router. The edge router must support the Diffserv function. For
conversational class traffic, the packets are classed into a higher degree. For streaming
and interactive class traffic packets belong to the lower degree. Data in the
background class are transmitted by way of best effort. The router supporting the
Diffserv function first drops lower-level packets when congestion occurs. Some
related works have presented mapping tables [53-54]. Table 5.2 presents the QoS
mapping between UMTS QoS classes and Diffserv classes.

Table 5.2: QoS Mapping of UMTS Traffic Classes

UMTS QoS Classes Diffserv Classes
Conversational Class EF only
Streaming Class AF1x, AF2x
Interactive Class AF3x, AF4x
Background Class BE only

Figure 5.5 shows the flowchart of deciding whether to select WLAN or UMTS
networks. If the connection between mobile node and access network is being
established for the first time, then the mobile node uses the WLAN as the candidate.
Otherwise, the mobile node may use the most appropriate network at that moment.
The node receives the information, and calculates the difference between the values
derived from the decision function of UMTS and WLAN. If the difference is less than
zero, then the mobile node should use the WLAN radio resource, because it implies
that the cost in the WLAN is greater than that in UMTS. Conversely, the mobile node
should use the UMTS radio resource to communicate when the difference between the
UMTS and WLAN is more than zero. If the difference value is zero, then the cost of
accessing the UMTS network is the same as that of accessing the WLAN network,

and the mobile device can stay in the original network.
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Figure 5.5: Decision Flowchart

5.1.5 Implementation

The prototype of multi-agent paradigm is implemented on Jess toolkit. Jess is a clone
of the popular expert system shell CLIPS, written entirely in Java (http://
herzberg.ca.sandia.gov/jess/). Since CLIPS is based on the C programming language,
and its Java-based user interface is very flexible, Jess was selected for developing the
autonomous functions of agents. The interoperability functions are implemented by
distributively processing the Jess, which is the source code of CLIPS, by adding the
RPC function call facility.
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5.2 Performance Evaluation

The Network Simulator (ns2 toolkit) and the UMTS module EURANE (Enhanced
UMTS Radio Access Network Extensions for ns-2) were used to simulate the
WLAN/UMTS environment. The following subsections describe the simulation

results.

5.2.1 Knowledge Sources

The domain KS and constraint KS are two major components of the DMAS scheme.
According to the experimental data and service features of each network, the domain
KS, including the rule base and data base, can be generated and placed into the
programming interface. Examples of a basic rule in the rule base, and a datum in the

data base, are given below.

(defrule  WLAN-Scheme
(> (service-data-rate 2))
(wlan-rssi high)

(service fare low)

(save-facts WLAN-Scheme)

(printout t “The WLAN scheme is suitable for service network” crlf))

(deffacts UMTS-Scheme
(service-data-rate low)
(high-mobility yes
(umts-delay-time 0.8)
(umts-delay-time-0.5 0.4))

When the scheme is enabled and the current status is input into the test environment,
the domain KS is then fed into the scheme, thus inferring the feasible schedules that
satisfy the basic rules. Section 5.1.3 introduces a key component, the control engine,

to obtain the optimal solution. Some criteria in the constraint KS must also be defined
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to receive the optimum solution.

5.2.2 Delay Analysis

Mobile nodes can obtain more available bandwidth in WLAN environment, since that
a WLAN system provides much more bandwidth than a cellular system in a wireless
environment. The estimated transmission delay time is shorter in WLAN than in
UMTS when the number of users on the network is small and the network is running
(see Fig. 5.6). In the interworking system of integrated UMTS/WLAN, a mobile node
can adopt either the WLAN resource or the UMTS resource, according to the access
duration of the resource after handoff. The delay time in interworking system varies
with the period in different networks, possibly due to the combination of UMTS and
WLAN delay times.

The delay time is shorter if mobile users spend longer on a WLAN. The mean delay
time is longer when mobile users spend more time in UMTS than in WLAN. However,
the duration in different network is linked to the usage habits of mobile users and the

geographical environment.

Figure 5.6 shows the delay time of the pure WLAN, pure UMTS, and DMAS
approaches. To represent the distributions in different networks, five different
assumptions were simulated by the DMAS approach. They are (10%UMTS,
90%WLAN), (25%UMTS, 75%WLAN), (50%UMTS, 50%WLAN), (75%UMTS,
25%WLAN), and (90%UMTS, 10%WLAN). The notation (10%UMTS, 90%WLAN)
means a 10% possibility of a mobile node moving to the UMTS network and a 90%
possibility of it moving to a WLAN network. Similarly, (50%UMTS, 50%WLAN)
indicates that the probability of using UMTS is the same as that of using WLAN.
Each user in each network may have been the user of that network (UMTS/WLAN),
or have come from other networks (WLAN/UMTS) after handoft.
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Figure 5.6: Delay Time of Streaming Service

5.2.3 Jitter Analysis

Jitter significantly influences the quality of interoperating services. For instance, the
variance of delay time must be minimized in video conferencing, audio streaming and
general conversation. Table 5.3 shows the jitters of different service types in a WLAN
and UMTS network.

Table 5.3: Jitter of Different Service Types (s: second)

Service Type UMTS WLAN
Conversational service 0.004922s 0.000011s
Streaming service 0.033248s 0.000027s
Interactive service 0.051013s 0.000613s
Background service Don’t care 0.000538s
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Users in integrated WLAN/UMTS networks may adopt either UMTS or WLAN, so
the variance of delay time can also be greater than that in a pure WLAN or pure

UMTS environment. The result is shown in Table 5.4.

Table 5.4: Jitter of Different Service Types in Integrated WLAN/UMTS
Networks

(0.1,0.9) | (0.25,0.75) | (0.50.5) | (0.75,025) | (0.9,0.1)

Conversational 0.070018s 0.033502s 0.033684s 0.033502s 0.026538s
Service

Streaming 0.020785s 0.0299865s 0.030731s 0.030397s 0.021721s
Service

Interactive 0.02121s 0.027950s 0.026352s 0.018636s 0.007078s
Service

Background Don’t care Don’t care Don’t care Don’t care Don’t care
Service

5.2.4 Mobility Analysis

UMTS clearly has better mobility than WLAN. A UMTS is the most appropriate
network to use when comparing pure UMTS and WLAN networks. However, a
UMTS is more convenient and beneficial to use when mobility is needed, while a
WLAN is preferable when mobility is not requested. Thus, the system service can be
provided to the people who urgently need mobility while saving cost. This scenario
can be achieved by the proposed decision rule in the interworking system of
integrated UMTS/WLAN. Mobility is clearly not the only factor in the proposed
decision rule. The decision result is significantly improved when the parameters of
other factors are much greater than the mobility parameter. If operators consider
mobility as a very important factor influencing the QoS and customer satisfaction,
then the mobility parameter can be set to a high value (value=1). Additionally, the
decision result is not to use UMTS when mobile users are in the mobile state, since
two networks are available, and the analytical results indicate that WLAN is more

useful than UMTS. However, it always conforms to benefit in use and network
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performance based on what the operators concerned about, and the parameters that

they set. An integrated UMTS/WLAN has a “medium” grade mobile property.

5.2.5 Integrated UMTS/WLAN System with/without Decision Rule

The analytical results, presented in Subsections 5.2.1-5.2.4, indicate that an integrated
UMTS/WLAN is a feasible system. However, if no good mechanism is available to
balance the traffic loading between the two networks, UMTS and WLAN, when the
interworking system works, then each may be a bottleneck. Almost all traffic is
centered on only one of the networks when no suitable decision rule is available to

inform a mobile device of the most suitable network to access.

The proposed decision rule can solve the problem of traffic balance. The system can
probe the network performance, such as delay, loss and jitter, before accessing any
network. An appropriate rule is activated based on the probed result. The load of a
network with poor performance cannot be increased. This could prevent deterioration

in transmission quality.

A simulation environment is described herein to explain the proposed system. One
environment was created with different traffic loadings, and the variation was
examined in different networks (WLAN and UMTS). Figure 5.7 shows the delay
time at different loadings. The transmission delay in the UMTS was about 0.04
seconds. The delay time in the WLAN varied according to different loadings. The
transmission delay in UMTS was lower than that in WLAN when the traffic loading
was more than 3076kbits. In this case, the decision rule can inform heavily loaded

mobile users to adopt the UMTS network.
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Figure 5.8 shows the influence of jitter on the network. The jitter in UMTS was about
0.2544 seconds, and the variance of delay time was more turbulent in WLAN with
rising loading variance. The jitter in UMTS network was low when the traffic loading
was greater than 2048kbits. Hence, UMTS is a suitable network for users when the
traffic is above 2048kbits. This case can be one reference for a decision rule. The

decision rule lets a mobile user make a handoff to solve the jitter problem in

networks.

Figure 5.7: Delay Time with Different Loadings
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Figure 5.8: Jitter with Different Loadings
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5.3 Summary

This chapter has presented a distributed multi-agent scheme to enhance service
scheduling in WLAN/UMTS dual-mode networks. The developed system is
implemented in the Jess expert system. Simulation results clearly indicate that this
scheme works very well. Additionally, the distributed multi-agent scheme can satisfy
all heuristic rules by scheduling plan, and is an effective means of enhancing service
scheduling. A similar method can be applied to the design of large-scale data networks

in which a variety of high QoS services are available.
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Chapter 6
Conclusion and Future Works

6.1 Conclusion

The proposed adaptive QoS manager combines the wired and wireless QoS concerns
into admission control. Different home applications have different key QoS
requirements in congested home networks. For instance, VoIP applications are
concerned about the jitter, but can tolerate some packet loss, which does not
significantly harm the integrity of the conversation. High-definition video stream is
mainly concerned with packet loss, but can tolerate a small time delay and jitter. The
QoS attributes are integrated to perform adaptive admission control in wired-wireless
heterogeneous home networks. Simulation results indicate that although some
throughput is sacrificed in low-priority application like Standard Definition (SD)
video stream, each application is guaranteed to have the minimum but the most

important QoS requirement.

Resource scheduling scheme attempts to achieve efficient provision of resources. This
dissertation presents an integrated resource scheduling scheme comprising
GSM/GPRS and UMTS. Based on the definition of the traffic loading threshold, the
scheme assigns subscribers to the most appropriate service network, thus raising the
spectrum efficiency. A handoff operation of voice connections was implemented in
order to avoid dropping connections, reducing the UMTS traffic loading and raising

the utilization capacity of UMTS and GSM/GPRS.

This dissertation has presented a distributed multi-agent scheme to enhance service
scheduling in WLAN/UMTS dual-mode networks. The developed system is
implemented in the Jess expert system. Simulation results clearly indicate that this
scheme works very well. Additionally, the distributed multi-agent scheme can satisfy
all heuristic rules by scheduling plan, and is an effective means of enhancing service
scheduling. A similar method can be applied to the design of large-scale data networks

in which a variety of high QoS services are available.
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6.2 Future Works

Based on the research results of my Ph.D dissertation, several issues on QoS can be

further investigated as listed blow.

Study on other QoS related concerns in home networks

With the rapid growth on home networking technology, more QoS parameters should
be taken into consideration, such as mobility [63,64], security [65] and handoff. If a
QoS manager has a negotiation mechanism to communicate with outside gateway
server such as a QoS broker, it will involve more resources to manage those large
scale of heterogeneous integration problems, not only wired and wireless QoS

integration in home.

Study on resolving overhead of dual-mode service networks

The overhead of handoff may exist when we select a proper network. Too many times
of handoff makes the system busy in registration, location area update, routing area
update, and so on. It is a vital issue to solve the problem of overhead and to avoid the

high cost of handoff in the future.

Study on End-to-End QoS guarantees

Modern wireless networks are essentially composed of different portions and
technologies. Each single portion may implement a different QoS solution. The
challenge is to offer end-to-end QoS guarantees over such heterogeneous networks to
the users. QoS requests should traverse the overall network from the source to the
destination through portions that implement different technologies and different
protocols. There are still several issues on QoS of heterogeneous wireless networks
can be investigated further, such as Cross-Layer Design [55-57], Cognitive Network
[58-60] and Cooperative Network [61-62]. More QoS mechanisms for other wireless

network technologies such as WPAN and WMAN are also required to develop.
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