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Abstract

In this dissertation, we propose several novel hybrid medium access control (MAC) proto-
cols for infrastructure and ad hoc wireless networks. The first part presents real-time MAC
protocols and the second part presents the energy-conserving MAC designs.

For topology-transparent deterministic broadcast in a TDMA-based MANET, we have
the following results. (i) We first present the dimension-combination broadcasting (DCB)
algorithm for a single-channel MANET, which achieves an exponential order improvement
in terms of broadcast completion time, as compared with the polylogarithmic broadcast al-
gorithm. (ii) On the basis of DCB, we then propose several different multi-channel broadcast
algorithms for different network environments. In contrast with single channel systems, the
frame length is significantly reduced in multi-channel systems. With the additional support
of GPS and the transceivers with tunable transmission range, the maximum tolerable net-
work degree is also highly promoted. (iii) All our proposed algorithms are simple and easily
implementable in a fully distributed manner. Most importantly, we guarantee that, for all our
proposed protocols, there are no redundant transmission rounds in a frame. It implies that, in
terms of bandwidth and energy consumption, our solutions reach the efficient performance.

For MAC-level reliable broadcast in a multi-channel MANET, we have the following re-
sults. (i) We propose an adaptive location-aware broadcast (ALAB) protocol which supports
reliable unicast, multicast, and broadcast transmission services in an integrated manner. (ii)
ALAB is scalable and topology-transparent since both the time to broadcast a packet and the
number of channels required are independent of the network topology. (iii) In ALAB, all the
deadlock, starvation, hidden and exposed terminal problems are completely eliminated. (iv)
ALAB is a merger of condensed TDMA and tree-splitting algorithms. At high traffic or den-

sity, it outperforms the pure TDMA because of spatial reuse and dynamic slot management.



At low traffic or density, it outperforms the pure CSMA/CA because of its embedded sta-
ble tree-splitting algorithm. Above all, even under the fixed-total-bandwidth model, ALAB
delivers superior performance than IEEE 802.11, ADAPT, and ABROAD.

For polling-based MAC protocol in a wireless multimedia LAN, we have the following
results. (i) We tailor the IEEE 802.11 PCF operation so that our new protocol, named Q-
PCF (quality-of-service PCF), can coexist with IEEE 802.11 DCF, while providing QoS
guarantees to real-time multimedia applications. (ii) Q-PCF supports multiple priority levels
and guarantees that high-priority stations always join the polling list earlier than low-priority
stations. (iii) Q-PCF provides fast reservation scheme such that real-time stations can get
on the polling list in bounded time. (iv) Q-PCF employs dynamic bandwidth allocation
scheme to support CBR/VBR transportation and provide per-flow probabilistic performance
assurances. (v) Q-PCF adopts the novel mobile-assisted admission control technique so that
the access point can admit as many newly flows as possible, while not violating admitted
flows’ guarantees. (vi) We believe that the Q-PCF protocol can be easily applied to the
current IEEE 802.11 products without major modifications.

For power-saving MAC protocols in an asynchronous MANET, we have the following
results. (i) We propose a new beacon transfer procedure, which is scalable and insensitive to
the number of contending stations. (ii) Three proposed randomized power saving protocols
achieve correct neighbor maintenance in asynchronous environments with high probabil-
ity. Especially, our solutions offer the network designers full flexibility in trading energy,
latency, and accuracy accuracy versus each other by appropriately tuning the protocol pa-
rameters. (iii) Compared with the grid quorum-based protocol, the interleaving cyclic finite
projective plane-based protocol always guarante&80é; neighbor discovery probability
while obtaining a nearly5% reduction in radio active ratio under about the same energy-
delay product. Therefore, it is suitable for energy-limited applications. (iv) We believe that
our protocols can be applied to the current IEEE 802.11-based wireless LAN cards with little

modification.
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Chapter 1

Introduction

1.1 Background

1.1.1 Network Architecture

With the progress of wideband radio technologies and the proliferation of portable comput-
ers, wireless networks are emerging as an attractive alternative or complementary to wired
networks because of cost effectiveness, ease of installation, and tether-free access to the In-
ternet. Based on the network architecture, wireless networks can be approximately divided

into two classes: ad hoc networks and infrastructure networks [48].

e Ad hoc networksA mobile ad-hoc network (MANET) is an autonomous system of
mobile hosts capable of communicating with each other by wireless links without the
assistance of base stations. The applications of the MANET are getting more and more
important, especially in the emergency, military, entertainment, and outdoor business
environments, in which instant fixed infrastructure or centralized administration is dif-

ficult or too expensive to establish.

¢ Infrastructure networksAn infrastructure network typically consists of a central base
station, also known as an access point, and a finite set of associated mobile stations.
Through the access point, mobile users can easily access the Internet resources. More-
over, by allocating a number of adjacent access points in a limited area, the extended

infrastructure network can provide the seamless roaming service for mobile users.
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: I nfrastructure WLAN
Access point @ Backbone LAN
\\. £
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Internet
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J @ Ad hoc networks

<=

Figure 1.1: Example of infrastructure and ad hoc networks.

Figure 1.1 shows a common wireless network deployment which includes infrastructure
and ad hoc networks.

1.1.2 Multiplexing

In wireless network environments, medium is basically shared; and multiple simultaneous
transmissions will result in garbled data, making communication impossible. Multiplexing

specifies how several stations can share a medium without interference. For wireless com-
munication, multiplexing can be carried out in three dimensions: time, channel, and space.

The definitions of these multiplexing schemes are described as follows.

e Time Division Multiple AccesSTDMA): In TDMA, all stations usually transmit data
on the same channel, but their transmissions are separated in time. Further, time is
divided into frames of fixed duration, and each frame is divided into a fixed number
of time slots. Each station limits its transmission to a single slot. Since two transmis-
sion overlapping in time will result in co-channel interference, TDMA requires clock

synchronization and the guard time between two frames.

e Channel Division Multiple AccesS he concept of this scheme is to divide the avail-

able bandwidth of a single medium into a number of orthogonal or independent chan-
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nels. Physically, wireless channels can be realized by different carrier frequencies or
by different orthogonal codes. Thus in our definition, channel division multiple access
includes FDMA (frequency division multiple access) and CDMA (code division mul-
tiple access). In FDMA/CDMA, each station is allocated its own channel spectrum,
and these channels shall be separated by guard channel to avoid adjacent channel in-

terference.

e Space Division Multiple Acce¢SDMA): Due to transceiver hardware capacity, bat-
tery power conservation, and network capacity enhancement, mobile stations have lim-
ited transmission ranges. If pair of mobile stations using the same channel are located
far enough, then their transmissions can be initiated simultaneously without suffering
collisions. Hence in SDMA, distant stations are allowed to send data on the same
channel at the time. Note that the space between the interference range is called the

guard space.

1.1.3 Wireless MAC Issues

On the basis of multiplexing, the media access control (MAC) protocol specifies how and
when stations coordinately access to the shared medium such that they can communicate
with each other in an orderly and efficient manner. Although wireless networks offer mobile
users greater flexibility and convenience than wired counterparts, they also introduce several

new technological challenges/constraints [8, 13, 18, 19, 65].

e Scarce Resourcen wireless systems, two key resources—bandwidth and energy—are
more severely limited as compared with wired networks. Due to technology limita-
tions, the radio bandwidth and battery capacity may not be dramatically promoted in

the not-so-distant future.

e Half-Duplex OperationIn wireless networks, a radio unit cannot transmit and receive
simultaneously since when transmitting, a large fraction of the signal energy leaks into
the receive path. The leakage signal typically has much higher power than the received

signal, which makes it impossible to detect a collision event while transmitting data.
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e Location-Dependent Carrier Sensinfn the wireless medium, because of multipath
propagation, signal strength decays according to a power law with distance, carrier
sensing is a function of the position of the receiver relative to the transmitter. There-
fore, all carrier sense multiple access (CSMA)-based protocols will face four problems

[65]: capture effect, hidden terminal, exposed terminal, and near-far problems.

e Timing synchronizationin an infrastructure WLAN, the base station or access point
can periodically broadcast beacon frames to realize clock synchronization. However,
in a large-scale MANET, it is extremely difficult (if not impossible) for all nodes to
keep synchronized at all times because of severe beacon contention, unpredictable

node mobility, and heavy traffic of timing information exchange.

Undoubtedly, designing a practical MAC protocol for wireless networks shall seriously
take the above-mentioned constraints into consideration. Although the primary objective of
a MAC protocol is to maximize the throughput while minimizing the access delay, a decent

wireless MAC protocol shall also possess the following advanced features [8, 13, 18, 19, 20].

e Topology TransparencyThis metric is especially important for ad hoc networks. A
MAC protocol relying on correct neighborhood knowledge requires to gather and
maintain link state information. However, the ability to maintain link state information
hinges on the operation of the MAC protocol itself. Since the network topology may
change quickly, frequently, and unpredictably, a topology-dependent MAC protocol is
thus not stable and completely unsuitable for ad hoc networks.

¢ Reliable BroadcastObviously, a single reliable MAC broadcast can be implemented
by sending one or more reliable unicast messages. However, this approach is not
scalable since the time to complete a broadcast increases with the number of neighbors.
On the other hand, a MAC protocol with reliable broadcast support will be of great
benefit to the routing function, multicasting applications, cluster management, and
real-time applications.

e Real-Time TransmissioiVith the convergence of voice, video, and data networks, it is
now necessary for MAC protocols to provide quality-of-service (QoS) guarantees for

real-time traffic support. A priority MAC protocol can support real-time transmission
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Figure 1.2: Classification of wireless MAC protocols.

by allowing the highest-priority station to seize the medium earlier than lower-priority
stations.

e Energy Conservatiant is well known that, due to technology limitations, the battery
capacity will not be dramatically improved in the not-so-distant future. Therefore, it
Is essential to investigate power saving MAC protocols to prolong the lifetime of both
individual nodes and the network.

1.1.4 MAC Protocol Classification

As shown in Figure 1.2, wireless MAC protocols proposed so far can be approximately clas-
sified into two categories [8, 18, 44]. One is allocation-based protocols, and the other is
contention-based protocols. Allocation-based protocols, such as TDMA and polling, are
primarily designed to support bounded access delay and scheduled bandwidth utilization.
Nevertheless, these protocols are insensitive to variations in network loads or topology con-
nectivity. As to the contention-based protocols, such as CSMA-based and ALOHA-based
protocols, they are primarily designed to support asynchronous data transfer. However, these
protocols may not be stable especially when contending traffic is heavy. We believe that a hy-
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brid (reservation-based) MAC protocol that merges both of the advantages of the allocation-
and contention-based protocols and overcomes their individual drawbacks is a better candi-
date for wireless networks. Figure 1.2 indicates that several hybrid protocols are proposed
in this dissertation. In Chapter 3, we propose the ALAB protocol which combines the con-
densed TDMA and tree-splitting (collision resolution) algorithm. In Chapter 4, we propose
the Q-PCF protocol which combines DCF (collision avoidance), tree-splitting algorithm,
and polling-based protocol. In Chapter 5, we propose the ASP (asynchronous power man-
agement) protocols which combines DCF and awake/sleep pattern scheduling algorithm.
Importantly, these hybrid protocols significantly improve the functions and performance of
the IEEE 802.11.

1.1.5 IEEE 802.11 Overview

Since November 1999, the IEEE 802.11 task group have defined two international wireless
MAC standards [48]: the distributed coordination function (DCF) for ad hoc networks and
the point coordination function (PCF) for infrastructure WLANS. In what follows, we briefly
review the DCF and PCF. For a more complete and detailed presentation, please refer to the
|IEEE 802.11 standard [48].

e Distributed Coordination FunctiodfDCF): The DCF employsarrier sense multiple
access with collision avoidanq€SMA/CA) strategy to provide asynchronous data
service. When a station desiring to access the medium shall first sense the channel to
determine whether the medium is busy. If the medium is busy, that station shall first de-
fer until the medium is determined to be idle for an interval equal to DIFS (Distributed
InterFrame Space) and then perform Hieary exponential backofbrocedure. This
is because just after the medium becomes idle following a busy medium is when the

highest probability of a collision exists. By standard, the backoff time is defined as
BackoffTime = SlotTime x U[0, (CW i + 1) x 2VemA 1] (1.1)

whereCW,,;,, denotes the minimum contention window antdim Att denotes the
number of retransmission attempts. Note that the funéd@n CW] returns an inte-

ger drawn from a uniform distribution over the §ét 1, - -- ,CW}, whereCW,,;,, <
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Figure 1.3: Example of DCF operation. Since the medium is determined busy, stations A,
B, C defer until the end of the current transmission. Unluckily, stations A and B select the
same backoff time, their transmissions thus collide; and their backoff procedure can restart
only after the end of the ACK timeout interval. As soon as C’s backoff timer expires, station
C sends the data frame to station D. Luckily, no collision occurs at this time. Hence station
D acknowledges its receipt after an elapsed SIFS.

CW < CW,.- The backoff timer is decremented as long as the channel is sensed
idle. To ensure fairness among DCF stations, if the medium is determined busy at any
time during a backoff slot, then the backoff timer shallftszen When the channel is
sensed idle again for more than a DIFS, the backoff timer can be reactivated. When-
ever the backoff timer reaches zero, transmission shall commence. The effect of this
procedure is that when multiple stations enter the backoff stage at the same time, then
the station choosing the minimum backoff time will win the contention. To ensure
reliability, the directed data frame will announce tietwork allocation vecto(NAV)
through the Duration field to reserve the channel. Any contending stations hearing
the NAV shall suppress its transmitting activity until the NAV decreases to zero or is
reset via the ACK frame. Upon reception of the data frame, the destination station
shall reply the ACK frame after an elapsed SIFS (Short InterFrame Space). Note that
SIFS < DIFS. If the sending station does not hear the ACK signal, it shall resend the

data frame after waiting at least an ACK timeout interval or drops that frame when the
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Figure 1.4: Example of PCF operation. To bandwidth efficiency, the PC utilizes a single
frame to send data and CF-Poll to station 1. However, station 1 makes no response. After
an elapsed PIFS, the PC polls the next station. Finally, when station 3 polled by the PC, it
perceives that time is not enough to send its queued MPDU before the end of the CFP. Thus
station 3 responds/dull frame and set thmore databit to 1 to allow the PC to distinguish
between an empty queue and a response due to insufficient time to transfer an MPDU.

DCEF retry limit is reached. Figure 1.3 illustrates the DCF operation.

¢ Point Coordination FunctioifPCF): As shown in Figure 1.4, wherpaint coordinator
(PC) is operating in a WLAN, the two coordination functions alternate with each other.
The contention-free period (CFP), during which the PCF is active, and the following
contention period (CP), during which the DCF is active, are together referred to as
a contention-free repetition intervar superframe The minimum length of the con-
tention period (CP) must be long enough for the delivery of one maximum-size MAC
protocol data unit (MPDU) and its associated ACK. At the nominal start of each CFP
(also known agBTT), the PC shall sense the medium. After waiting a PIFS (Priority
InterFrame Space) medium idle time, the PC seizes control of the medium by broad-
casting a beacon frame and announcing the NAV. NoteSha$ < PIFS < DIFS.
On the other hand, it is possible for contention-based service runs past the TBTT. In
the case of a busy medium due to DCF traffic, the CHBrsshortenednd the bea-
con should be delayed for the timé,J required to complete the existing DCF frame

exchange. Such a phenomenon is cafizdtchingand we depict the stretching event
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in Figure 4.3. To lock out DCF-based access, all stations receiving the beacon shall
update their NAV to the maximum duration, CFPMaxDuration. After gaining control

of the medium, the PC polls associated stations orpthilng list in a round-robin
manner. The CFP may either last until the CFPMaxDuration has elapsed since TBTT,
or be ended prematurely by the PC broadcasting a CF-End frame, if all stations on the
polling list have been polled. To improve efficiency, acknowledgements (CF-ACK)
and polls (CF-Poll) may bpiggybackedn data frames. Note that, during the CFP, if

a polled station makes no response to the CF-Poll, then the PC polls the next station on
its polling list after an elapsed PIFS. By this way, the PC ensures that it retains control
of the medium and resists the DCF-based interference. Figure 1.4 illustrates the PCF

operation.

1.2 Our Contributions

This dissertation presents novel energy conserving designs and real-time multi-access pro-
tocols for infrastructure and ad hoc wireless networks. Specifically, we focus our attention
to the following issues. (i) Topology-transparent deterministic broadcasting for multi-hop ad
hoc networks. (ii) Adaptive location-aware MAC protocols for reliable broadcast support in
multi-channel ad hoc networks. (iii) The polling-based MAC protocol with priority reserva-
tion and dynamic bandwidth allocation mechanisms to support multimedia applications with
QoS requirements. (iv) Randomized power management protocols with flexible neighbor
maintenance for asynchronous ad hoc networks.

For topology-transparent deterministic broadcast in a TDMA-based MANET, we have
the following results [17]. (i) We first present the dimension-combination broadcasting
(DCB) algorithm for a single-channel MANET, which achieves an exponential order im-
provement in terms of broadcast completion time, as compared with the polylogarithmic
broadcast algorithm [4]. (ii) On the basis of DCB, we then propose several different multi-
channel broadcast algorithms for different network environments. In contrast with single
channel systems, the frame length is significantly reduced in multi-channel systems. With
the additional support of GPS and the transceivers with tunable transmission range, the max-

imum tolerable network degree is also highly promoted. (iii) All our proposed algorithms
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are simple and easily implementable in a fully distributed manner. (iv) Most importantly, we
guarantee that, for all our proposed protocols, there are no redundant transmission rounds in
a frame. It implies that, in terms of bandwidth and energy consumption, our solutions reach
the efficient performance.

For MAC-level reliable broadcast in a multi-channel MANET, we have the following re-
sults [18]. (i) We propose an adaptive location-aware broadcast (ALAB) protocol which sup-
ports reliable unicast, multicast, and broadcast transmission services in an integrated manner.
(i) ALAB is scalable and topology-transparent since both the time to broadcast a packet and
the number of channels required are independent of the network topology. (iii) In ALAB, all
the deadlock, starvation, hidden and exposed terminal problems are completely eliminated.
(iv) ALAB is a merger of condensed TDMA and tree-splitting algorithms. At high traffic or
density, it outperforms the pure TDMA because of spatial reuse and dynamic slot manage-
ment. At low traffic or density, it outperforms the pure CSMA/CA because of its embed-
ded stable tree-splitting algorithm. Above all, even under the fixed-total-bandwidth model,
ALAB delivers superior performance than IEEE 802.11, ADAPT [11], and ABROAD [13].

For polling-based MAC protocol in a wireless multimedia LAN, we have the follow-
ing results [20]. (i) We tailor the PCF operation so that our new protocol, named Q-PCF
(quality-of-service PCF), can coexist with IEEE 802.11 DCF [48], while providing QoS
guarantees to real-time multimedia applications. (ii) Q-PCF supports multiple priority levels
and guarantees that high-priority stations always join the polling list earlier than low-priority
stations. (iii) Q-PCF provides fast reservation scheme such that real-time stations can get on
the polling list in bounded time. (iv) Q-PCF employs dynamic bandwidth allocation scheme
to support CBR/VBR transportation and provide per-flow probabilistic performance assur-
ances. (v) Q-PCF adopts the novel mobile-assisted admission control technique so that the
access point can admit as many newly flows as possible, while not violating admitted flows’
guarantees. (vi) We believe that the Q-PCF protocol can be easily applied to the current
IEEE 802.11 products without major modifications.

For power-saving MAC protocols in an asynchronous MANET, we have the following
results [19]. (i) We propose a new beacon transfer procedure, which is scalable and insen-
sitive to the number of contending stations. (ii) Three proposed randomized power saving

protocols achieve correct neighbor maintenance in asynchronous environments with high
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Figure 1.5: The relationships among each chapters. The first part (Chapté&apter
4) deals with the real-time transmission issues. The second part presents energy-conserving
designs.

probability. More specifically, our solutions offer the network designers full flexibility in
trading energy, latency, and accuracy accuracy versus each other by appropriately tuning the
protocol parameters. (iii) Compared with the grid quorum-based protocol [78], the interleav-
ing cyclic finite projective plane-based protocol always guaranté€8% neighbor discov-

ery probability while obtaining a nearl§s% reduction in radio active ratio under about the
same energy-delay product. Therefore, it is suitable for energy-limited applications. (iv) We
believe that our protocols can be applied to the current IEEE 802.11-based wireless LAN

cards with little modification.

1.3 Dissertation Organization

The remainder of this dissertation is organized as follows. The first part (Chapt€h2pter
4) deals with the real-time transmission issues and the second part (Chapter 5) presents
energy-conserving designs. We can see that from Figure 1.5 that the core techniques used to
achieve real-time transmission support are the constructions of vatimension splitting

trees Chapter 2 employs the dimension-combination tree splitting technique to develop
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deterministic topology-transparent broadcast algorithms for multi-hop MANETs. Chapter 3
employs the first-success dimension-tree splitting technique to develop location-aware MAC
protocols with reliable broadcast support for multi-channel MANETs. Chapter 4 employs
the depth-first-traversal dimension-tree splitting technique to develop the Q-PCF protocol
for IEEE 802.11 wireless multimedia LANs. Chapter 5 employs the cyclic finite projective
plane technique to develop asynchronous power management protocols for IEEE 802.11 ad
hoc networks. Chapter 6 concludes the dissertation results and points out possible future
research directions.



Chapter 2

Topology-Transparent Broadcast for
Multi-Hop MANET

2.1 Introduction

A mobile ad-hoc network (MANET) is an autonomous system of mobile hosts capable of
communicating with each other by wireless links without the assistance of base stations. For
the sake of battery power conservation and network capacity enhancement, a host may not
be able to communicate directly with others in a single-hop manner. In this case, all mes-
sage communication between them must pass through one or more intermediate hosts that
double as routers. Since a MANET is characterized by energy-constrained mobile nodes,
bandwidth-constrained links and unpredictably dynamic topology, every algorithm and pro-
tocol developed on it will face many great challenges. In this chapter, we are specially inter-
ested in éroadcastproblem for ad-hoc networks in TDMAi(ne-division multiple-acce¥s
systems with multiple frequency channels.

Broadcast is the task of delivering a single identical mesgageom a particular source
node to all the other nodes in the network. Several broadcast protocols for ad-hoc net-
works have been proposed, including centralized solutions [14, 28] and randomized solu-
tions [3, 47, 51]. Although centralized protocols are deterministic and optimal in terms of
time complexity, it is extremely difficult (if not impossible) that every nodes in the MANET

must know and maintain the entire network topology information. As to the randomized pro-
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tocols, they are not preferable if a prior known bound on the maximum delay is the necessary
requirement for real-time systems or multimedia applications [4]. Broadcast protocols work-
ing with the partial network knowledge can be found in [12, 45, 61]. However, the efficiency,
robustness, and stability of these protocols will become questionable when mobility is high
and topology changes quickly and frequently, due to heavy loads on updated broadcast span-
ning trees or clusters information maintenance.

The authors in [4] proposed the first distributadbility-transparent deterministieroad-
cast algorithm for TDMA-based ad-hoc networks. Their broadcast protocol callgubijne
logarithmic broadcas(PB, for short) algorithm has many attractive properties. First, the ac-
curacy of their broadcast protocol is always guaranteed independently of the current node’s
neighbors and of their rates of mobility. Each node computes its own transmission sched-
ule depending only on the network size and the maximum degree, not depending on any
knowledge of the network topology or the identity of the neighbors. Each node can deter-
ministically specify the slots of the frame, in which the node is allowed to transmit a message.
Therefore, no computational overhead is associated with the transmission of a message and
no periodical recomputation of the transmission schedule is needed. In addition, a prior
known bound on the maximum delay for broadcast completion time can be determined in
advance. These make it attractive and suitable for multimedia applications in high mobility
environments. Certainly, the shorter the frame length, the more efficient the protocol.

However, the PB algorithm still suffers some drawbacks. First, given an ad-hoc network
with n nodes and the maximum degrée it generategh! — 1)2"(**2") € Q((logn — h)")
unnecessarily redundant transmission rounds in each frame, wherglog A |. All these
redundant transmissions not only severely waste battery power and increase the broadcast
time, but also consume scarce bandwidth in wireless radio links. Besides, they may bring on
hot spots, contention, and congestion in communications [60]. Second, itis only suitable in a
very sparse network; that is, even the network degyee very small, the PB algorithm will
be compelled to switch to thilnear broadcast(LB, for short) algorithm [4], which is the
worst case choice. Finally, in order to compute the allowable transmission rounds in a frame,
every nodes need to execute functidn@.d_Rounds and Get_T'he_Rounds [4]; however,
the time complexity of them are aboB{%!) times that of ours.

Motivated by these reasons, we propose direension-combination broadca@CB,
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for short) algorithm. Compared with the PB algorithm [4], the DCB algorithm completely
solves the serious redundant transmission problem. It implies that our broadcast algorithm is
faster and consumes less energy and bandwidth resources. The frame length is dramatically
reduced front. = hl2"(**¢™) (by their PB protocol) tgk = 2" (***™) (by our DCB protocol),
wheren is the total number of nodes. As far as the frame length is concerned, DCB achieves
anexponentiabrder improvement over PB. Finally, even their PB algorithm fails when the
network degree exceeds the threshpleg/losleent+1+1 _ 1 “our algorithm still works well.

The maximum tolerable network degree by the DCB algorithm is approximately two to eight
times that by their PB algorithm for < 22,

We also notice that the existing works have focused only on single channel systems. In
literature [10, 25, 41, 80], we know that a multi-channel system outperforms a single chan-
nel system in many aspects, including throughput, reliability, bandwidth utilization, network
scalability, synchronization implementation, admission control, and QoS support. Physi-
cally, these channels can be realized by different carrier frequencies in FDMA systems or by
different orthogonal codes in CDMA systems. Importantly, if the algorithm [4] for a single
channel system does not design carefully, it may not be an easy task to extend the work to
solve a multi-channel problem. In this chapter, on the basis of DCB, we then propose several
different multi-channel broadcast algorithms with multiple reception capacity for different
network system environments. In contrast with single channel systems, the frame length is
significantly reduced in multi-channel systems. With the additional support of GPS and the
transceivers with tunable transmission power/range ability, the maximum tolerable network
degree is also highly promoted. Location information has been exploited in several issues
in the MANET such as routing [40] and random media access control [62, 80], but none of
any previous works explore for the broadcast problem in TDMA networks. All our proposed
algorithms are simple and easily implementable in a distributed way. Network designers can
decide which of the algorithms is preferred according to the network equipment and global
parameters such as the network size, the channel number, and the maximum degree. Finally,
we guarantee that, for all our proposed protocols, there are no redundant transmissions in a
frame. It implies that, in terms of energy and bandwidth consumption, our solutions reach
the efficient performance.

The remainder of this chapter is organized as follows. In Section 2, the necessary prelim-
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inaries are given. In Section 3, we present and analyze the DCB algorithm for single channel
systems. Based on the DCB algorithm, three non-location-aware multi-channel broadcast
algorithms are proposed in Section 4. In Section 5, we present two location-aware multi-

channel broadcast algorithms. In Section 6, we summarize our results and conclude the

chapter.

2.2 Preliminaries

2.2.1 Definitions and The Model

A multihop mobile radio network used to pass messages containing data and control infor-
mation can be modelled as an undirected grapk- (V, E) in which V, |V| = n, is the

set of mobile hosts and there is an edgev) € F if and only if uw andv are in the trans-
mission range of each other. In this case, we say thahdv are neighbors. The edge
set mayvary over time because of nodal mobility. The set of the neighbors of a nasle
N(v) = {u|(u,v) € E} and|N(v)| is the degree of. The degree of the network is
denoted byA = max{|N(v)| | v € V}. The distancel(u,v) betweenu andv is defined

as the minimum number of hops betwaeandv. The maximum distance between any two
vertices ofG is called the diameteb of the network. Given the sourceof a message, all
the nodes such thati(s,v) = ¢ < D are said to belong to thé&h layer of the network,
where0 < ¢ < D. We assign each noden the network a unique identifer (ID) by a number
inX ={0,1,...,n— 1}, where|X| = n. Each channel is uniquely assigned by a number in
H=1{0,1,...,p— 1}, wherel < p < n.

In this chapter, the multi-channel TDMA network model is assumed by following the
same model as defined in [41]. The transmission time on each channel is divided into time
slots (orroundg, which are in turn grouped intbtames Nodes in the network are assumed
to be synchronized and that the round length is the same for each node. Each mobile radio
host in a multi-channel network is equipped with the transceivers (a single transmitter and
multiple receivers). Depending on the ability of the transceivers, each node can communicate
with others either in the full-duplex mode or in the half-duplex mode. In the full-duplex

mode, each host can transmit only one packet on one channel but receive multiple packets
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on all channels in one slot simultaneously [41]. However, in the half-duplex mode, each
host cannot transmit and receive at the same time [3, 10]. On a single channel, two types
of communication collisions will arise [10, 25, 41]. The primary collision occurs when a
node transmitting in a given slot is receiving in the same slot on the same channel. This also
implies the converse: a receiving node cannot be transmitting on the same channel at the
same time. The secondary collision occurs when node receives more than one packet in a
slot on the same channel. In both cases, all packets are rendered useless. All these facts imply
that only the half-duplex mode is allowed in single channel systems. To this end, we assume
that if more than one nodes is transmitting on the same channel such that the packets overlap
in time, then collision occurs on that channel. On the other hand, simultaneous reception of
packets on other channels is not affected.

To deal with the broadcast problem, we need the following definitions and assumptions
relative to theconflicting set They are already established in [4], but we include them here

for completeness.

Definition 2.2.1. [4] During the broadcast process, the nodes that in a given round have
received a messagk! are said to beoveredby the broadcast. The nodes that have not
receivedM are said to beincovered Given a node), N¢(v) denotes its covered neighbors

and Ny (v) indicates its uncovered neighbors.

Definition 2.2.2. [4] A set R of covered nodes is eonflicting setwhen there is at least
a neighbor common to all the nodes khthat has not received a message from them yet;

namely,Nyer Ny (v) # 0.

We also comply with the following assumptions made in [4]. (1) At least one node in
the MANET from a conflicting set remains in the transmission range of any neighboring
uncovered node. (2) During the entire broadcast process, the network is required always to
be connectedIn other words, each uncovered node in the network must be able to receive a
message.

The authors in [4] have proposed the deterministic distributed broadcast protocol for
single channel multihop networks. Here we only slightly adjust their protocol description
such that it can be adapted in multi-channel environments. The multi-channel prtocol

executed at each node in the network is in the following way.
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1) The broadcast starts from the source’s initiation at round 0 and is completed at round

t if all nodes have correctly received the messageat one of the round, 1,2, ..., ¢.

2) Depending on the transceivers and the requirements of the protocols, every nodes
communicate either in the half-duplex mode or in the full-duplex mode. However,
in multi-channel systems, we assume every nodes work in the full-duplex mode unless
additional statements. A node receives a mesgege a specific round, if and only

if, M is transmitted byanyone of its neighbors on a channel without collision.

3) The action of a node in a specific round is deterministically established by its initial
input; namely, its own IDny_I D, the total number of channels the total number
of nodesn, and the degree of the network. With the support of GPS, input of
the location-aware protocols may include additionally updated location information
(z,y) € R%

4) Every node in the MANET during the entire broadcast process that has moved from
an uncovered neighbors to a covered one must at some time be the neighbor of a node
which has already received the broadcasted mességand will receiveM from it

[4] using a failsafe recovery procedure such as in [58, 69].

The broadcast thus proceeds according to a two-dimensional transmission s¢hedule
(Ty, Ty, ..., T;). Each transmission s&t = {(v,j)|v € X andj € H} is composed of the
set of two-tuples. Each elemeft j) € T; specifies that the nodec R acts as a (potential)

transmitter on channegle H in roundi, wherel < < t.

2.2.2 General Broadcast Scheme

We slightly revise the general broadcast scheme proposed in [4] to make it suitable for multi-
channel systems. Table 2.1 shows the scheme It is noteworthy that, by this scheme, mul-
tiple concurrent broadcasts are allowed [4]. Each node that either generated or received
a messageM is allowed to transmit it on a channel only in certain rounds in a frame.
The node calculates these slots (at the set up of the network, or any time the number of

the nodes in the network changes) by means ofRhend_Numbers procedure. The set
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Table 2.1: General multi-channel broadcast scheme.

PROCEDURERound_Numbers(n, A, p);
begin
Transm = Get_The_Rounds(n, A, p);

end;

Transm = {(i,7)|1 < i < Landj € H} is composed of the set of two-tuples. Each ele-
ment(i, j) € Transm indicates that in round the node is allowed to transmit a message on
channelj. The setl'ransm is obtained by scheduling, in a deterministic way, the transmis-
sions of the covered nodes to guarantee the correct delivery of the message independently of
the possibility of collisions. Furthermore, it remains unchanged in each frame, regardless of
changes in the network topology. Therefore, no computational overhead is associated with a
message and no periodical recommputation of transmission schedule is needed.

It has been shown [4] that this scheme fulfills the broadcast of the meddage layer
by layer fashion. In other words, each nadsuch thatl(s,v) = ¢ transmitsM issued by
the source node after M has been transmitted by all the nodes in the ldyerd and before
each node in the layer+ 1 will transmit it, 0 < ¢ < D. The broadcast completion time
Is thus bounded by < DL rounds as long as the functi@det The Roundscan correctly

forward the message from a given layer to the subsequent one inrthends of a frame.

2.2.3 Multichannel Linear Broadcast

In this subsection, we propose a simple broadcast algorithm calledutiechannel linear
broadcast(MLB, for short) algorithm that achieves the above-mentioned requirements and
properties. The detailed description is shown in Table 2.2. The nad& is allowed to
transmit in roundl + |i/p| using channel mod p. For each channel, at most one node is
allowed to transmit in each round in a frame, thus no collision can ever occur. YWheh

MLB is reduced to the linear broadcast algorithm [4]. Consider a multihop networkmwith
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Table 2.2: Multichannel linear broadcast algorithm.

FUNCTION Get_The_Rounds(n, A, p): (round, channel);
begin
output (1 + |my_ID/p]|, my_ID mod p);

end;

nodes, the frame length of the MLB protocollis = [n/p]. The broadcast completion time
is hence bounded b [n/p].

In many normal circumstances, for some channels, by allowing more than one node
to transmit in a round, we can still guarantee the mobility independence property while
correctly forwarding the message. The broadcast time can therefore be shorten. It is clear
that, unless the network is too dense, the MLB algorithm is the worst case choice. We can
attain this goal by designing the combinatorial algorithms such thdtittieg requirements
are satisfied. That is, given a transmission schedlileT, ..., T) of a frame and any
nonempty conflicting sek, there exists at least a transmissionBet {(v,j)lv € R, j €
H} € (Th,...,Ty.) such that either one of the following conditions is true: |@NV (T)| =
1, whereV(T) = {v|(v,j) € T}. (2)|RnV(T)| > 1; however, there is only one node
v* € RN V(T) using the channel* for transmission, wherg € C(T') = {j|(v,j) € T'}.

In this chapter, we will present novel algorithms that, given two nonempty sets of integers
N andH, distribute the elements of any nonempty BeC X in a family F of L subsets of

(X, ’H) pairs, so that the hitting requirements are satisfied. In this case, we s&¥ thitst

R. This family can be regarded as the transmission sets of nodes allowed to transmit in a
specific round on some specific channels, so as to always guarantee the correct delivery of a
message.

Clearly, different broadcast transmission scheduli@gt(7'he_Rounds functions) will
result in different broadcast protocols. Our chief concern in this chapter is the bandwidth-

efficientGet_The_Rounds functions’ design and the main objective is to minimize the frame
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length constrained to given network resources.

2.3 Dimension-Combination Broadcast

In single channel networks, the authors in [4] proposed the mobility-transparent deterministic
broadcast algorithm, called the polylogarithmic broadcast (PB) algorithm, for sparse network
topologies. They first assign each node a unique number from tie=sefl, 2,...,n—1,n}

as its ID. In order to satisfy the hitting property, they develop the combinatorial algorithm
Divide to partition the set of integers optimally at the bottom. Then they use the func-
tion Smash from the top to divide the seP recursively. According to the degree of the
network A, they derive the appropriate depth of the recursion to generate all transmission
sets. Thereafter, they use two functiarst_The_Rounds and Fiind_Rounds to compute

the allowable transmission rounds in a frame for each network node. However, the solu-
tion combining both of the functionBivide and Smash to obtain the transmission sched-

ule in a bottom-up manner only achieves the local optimum. Because of the recursion,
there argh! — 1)2h(1°,§") e Q((logn — h)") redundant transmission rounds in each frame,
whereh = [log A|. Owing to this reason, we adopt the top-down approach to develop
the dimension-combination broadc@SCB, for short) algorithm and elaborate on it in the
sequel.

2.3.1 Definitions

Initially, each of then stations in the MANET can be assigned a distinct ID number in the
range from0 ton — 1 [59]. We considef®| = n = 2% and all logarithms are assumed to

be base 2. The reader will not fail to see that they are assumed for simplicity only and the
general case is similar. Given an integee R, let Binary(v) = (vgvg_1 ... vov1) denote

its binary string. Thus every integer b can be represented by a unique binaruples
(VgVE—1 ... vov1), Wherev; € {0,1}. Theith bit corresponds to thé&h dimension For
example®X = {0,1,...,14,15}, v = 13 € XN, andBinary(13) = (1101). We can partition

the setX along theith dimension into two subsets according to the value ofitidit. For
example, lelk = {0,1,2,3} = {00,01,10,11}. We can partition the set along the first
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dimension into two subse{$0, 10} and{01, 11}.

Definition 2.3.1. Let R be any nonempty set of integers whose maximum elemest
28 — 1. The setR ([ bi-t - b2 b1y C R is defined as the set in which all theth bit values
of the integers are equal tg, forall 1 < j < ¢ < k andb; € {0,1}. In other words,

R(bbim b by =l g vgr) € Rlup, = iy tp = bistye ey U = i}

For example, ler = {0,1,...,15}, thenX (1 9) ={(v4v3v9v1) € R|vg = 1,03 = 0} =
{*10%} = {0100, 0101, 1100, 1101= {4,5,12,13}, where %" means ‘ton't care’. We
can partitionX along dimensions 2 and 3 into four subsgts? 9), X ($31), ®(19), and
N(13). Giventhe seR = {0,1,...,2F — 1}, it is easy to show that we can divide it along

any h different dimensions int@" subsets and each size will be equatto”, 0 < h < k.

Definition 2.3.2. Given a nonempty sek C R, thefeasible partition dimension sé& =
{di,ds, ...} over R is defined as the set where the bit values ofdjte dimension of the

integers inR are not all equal, for al{; € D.

For exampleR = {8,12} = {1000, 1100, thenD = {3}. R = {32, 33, 36, 37,49, 53,
54} = {100000, 100001, 100100, 100101, 110001, 110100, 11j016&nD = {1, 3, 5}.
Note thatD = () when|R| = 1.

2.3.2 Basic ldea

The ided behind our broadcast protocol is to construct a full binary tree, calledithen-

sion partition tree whose root is the nonempty conflicting detsuch that at least one leaf
contains only one node. The internal nodes of the dimension partition tree are associated
with groups of two or more nodes. According to the bit values of the binary expansion of
node IDs on a specific dimension &f, those nodes of the same height will be assigned

to the left or right subtree rooted at that node. Consiler {0,1,...,63} and the set

R = {32,33,36,37,49,53,54} = {100000, 100001, 100100, 100101, 110001, 110100,
11010%. In order to construct the dimension partition tréeis first partitioned along the

first dimension into two subsef$({) andR (1), whereR () = {100000, 100100, 110100}

1This subsection is the joint work of Zi-Tsan Chou and Young-Ching Deng. See [23].
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Figure 2.1: A dimension partition tree whose roofisind whose height ilog | R||.

andR (1) = {100001,100101,110001,110101}. Because none of them is singleton, par-
tition process need continue. Both &f(9) and R (1) are further divided via the third
dimension. Since the size & (99) = {100000} is equal to one, the partition process can
stop. Figure 2.1 shows the detailed partition process and its corresponding dimension par-
tition tree of heightlog | R|| = 2. By observing the construction process of the dimension

partition tree, we have the following lemra

Lemma 2.3.1.Let R C R and2" < |R| < 2"l For eachh, 0 < h < logn, we have
the following results. (1)D| > h. (2) We can partitionR via at most some: different
dimensions fronD into m = 2" subsetsk,, R,, ..., R,, such that there exists at least one
setR* € {Ry,Ry,..., Ry} and|R*| = 1.

Onthe basis of the dimension patrtition tree, we implementiodsion(partition) method
by the functionDivide shown in Table 2.3. The job of the functiabivide(X, k) is to
partition the se® along all the possiblé-combinations of the dimensions in the lexico-
graphic order. Given the degree of the netwdkk the function callDivide(X, h) with
the parameteh = |log A| will return L, = 2’“‘(10%”) subsets ofR. All these sets are
composed of the transmission séi§, 7, ..., 7y, } of a frame. Given any nonempty con-

flicting set R, sincel < |R| < A, by Lemma 3.3, the total number of dimensions used

2This lemma has been proven by Young-Ching Deng.
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to partition R to construct its corresponding dimension partition tree will never exceed
h = |log A]. Therefore, we can expect that after partitioning theNsatong all the possi-

ble h-combinations of the dimensions to generate a fafilZ 2%, there will exist at least

one set, say’ € F, such that? N R| = |R*| = 1. In this case/F hits R. For example,

N ={0,1,...,63}, R = {32,33,36,37,49,53,54}, andD = {1,3,5}. Letd < A < 8

andh = [log A| = 2. Table 2.5 shows the transmission sgf$, Ts, . . ., Tgo } generated by
Divide(R, 2) and their corresponding rounds. Compared with Figure 2.1 and Table 2.5, we
canfindthatfts " R = R(99) = {32}; namely,T; hits R.

2.3.3 The Algorithm

Once we have a constructive way to generate all transmission sets, the final step for the DCB
algorithm is to develop the functiac@et_T'he_Rounds, through which each node can derive

its allowable transmission rounds in a frame by only its ID. One advantage of our division
method is that it allows us to devel@get _The_Rounds easily without explicitly computing

and counting every transmission sets. Thus the algorithm time complexity can be reduced
and the broadcast protocol can achieve a fully distributed way. Indeed, the DCB algorithm

shown in Table 2.4 attains this goal. On the whole, we have the following theorem [23].

Theorem 2.3.1.Consider a single channel TDMA-based ad-hoc network wittodes and

the maximum degre& = 2"*! — 1,1 < h < logn, in which each node executes the

DCB algorithm. First, the functiorDivide(R, h) returns no redundant transmission sets.
Second, in a frame of length = 2" (1"%”), the messagé1 can be correctly forwarded
between any two consecutive layers. Finally, the DCB algorithm completes the broadcast

within ¢t < D2" (1o%n) rounds in multihop networks with the diameter

In order that all nodes could be in agreement with the maximum delyrélee authors
in [4] suggest that a separate, dedicated, out-of-band signaling is used to disseminate the
information on the current network degree. Consider a multihop networkswitldes and
the maximum degred = 2"t — 1,1 < h < logn. For each integeh, if the frame
length L, = 2" (1"%”) exceedsy, then the DCB protocol will be compelled to switch to
the linear broadcast (LB, for short) algorithm. In other words, given the networknsize

the maximum value of. satisfying the inequalitQh(lo;f”) < n indicatesthe range of the
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Table 2.3: TheDivide(X, h) function.

FUNCTION Divide(X, h): Set of Transmission Sets;
begin
for (i = 0;i < h; it+)
setf] =i+ 1;
position =h — 1; count=1,
k = [log [N[];
while (count< (}))
begin
for (i = 0;i < 2"; i++)
begin
brbr_1 .. .baby = Binary(i);

by, bp—1

OUtPUL Ton (count—1)+it1 = N (set[h—l] set[h—2] -

end
if (seth — 1]==k)
position——;
else

position =h — 1;
set[position]++;
for (i=position+1;i < h; i++)
setf] = setl — 1] + 1;
count++;
end

end;

[ by
set[1] set[0]

):

25
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Table 2.4: The dimension-combination broadcast algorithm.

FUNCTION Get_The_Rounds(n, A): Set of integers;

begin
k = [logn];
brbi_1 ... beby = Binary(my_ID);
h = [logAJ;

for (i =0;i < h; it++)
setf] =i+ 1;
position =h — 1; count=1,
rank=0; subrank=0;
Transm = {;
while (count< (}))
begin
for (1 = 0; 1 < h;it+)
subrank = subrank #.; x 27
round = 2" x rank + subrank + 1;
Transm = Transm U round,
rank++; subrank = 0;
if (seth — 1]==k)
position——;
else
position =h — 1;
set[position]++;
for (i=position+1;i < h; i++)
setfi] = setl — 1] + 1;
count++;
end
output T'ransm,

end;

26
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Table 2.5: Consider an ad-hoc network with= {0, 1,...,63} andh = |logA| =2 (4 <
A < 8). The functionDivide(R,2) will generate 60 transmission seft$;, 75, ..., Tso}-

The following table shows the transmission sets and their corresponding rounds.

rank subrank transmission set roundank subrank transmission set round
0 0 ***+00 1 7 2 *1**O* 31
1 *R*01 2 3 * ] * 32
2 *xx1 0 3 8 0 O***Q* 33
3 falalaia W 4 1 O***1* 34
1 0 ***0*0 5 2 1rxxQ* 35
1 *REQ*1 6 3 Lrrx] * 36
2 ***1 %0 7 9 0 **00** 37
3 *rx]x] 8 1 **Q1** 38
2 0 **0**0 9 2 **10** 39
1 **O**1 10 3 ] ] * 40
2 **]1 %0 11 10 0 *0*Q** 41
3 ol Rt 12 1 *O*1x* 42
3 0 *0***Q 13 2 *1*Q** 43
1 *Q***1 14 3 i Rl il 44
2 *1***0 15 11 0 O**0** 45
3 ol Rt 16 1 O**1** 46
4 0 Q****Q 17 2 1x*Q** 47
1 Q****1 18 3 Lrx] *x 48
2 1xxx*Q) 19 12 0 *0O*** 49
3 Lrxkk] 20 1 *QLH** 50
5 0 ***00* 21 2 *10*** 51
1 *F*Q1* 22 3 ot I el 52
2 *rk] O 23 13 0 Q*Qx** 53
3 HE11* 24 1 O*1x** 54
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rank subrank transmission set roundank subrank transmission set round
6 0 **Q*Q* 25 2 1*Q*** 55
1 **O*1* 26 3 1*]x** 56
2 **1*0* 27 14 0 QO**** 57
3 it R 28 1 Q1 r*** 58
7 0 *Q**Q* 29 2 1Q**** 59
1 *OF*1* 30 3 11%%** 60

tolerable network degree®* < A < 2"*1 — 1, in which the DCB outperforms the LB.
The range of the tolerable network degrees by the PB algorithm can be derived in a similar
way. From Figure 2.2, we can find that the maximum tolerable network degree by the DCB

algorithm is approximately two to eight times that by the PB algorithrmfer 22°.

2.4 Multichannel Broadcast

On the basis of the DCB algorithm, in this section, we propose three deterministic broad-
cast algorithms for multi-channel systems with multiple reception capacity. In contrast with
single channel systems, we hope that the frame length can be significantly reduced in multi-
channel systems. Clearly, giverchannels and the optimal frame lendthfor signal chan-

nel systems, the best performance that we can hope to attain is raughly

2.4.1 Channel-Modulo Dimension-Combination Broadcast

The simplest way to extend the DCB algorithm to multi-channel systems is using the modulo
operation. Initially, we assign uniformly thenodes to the channels by the modulo oper-
ation; that is, nodeé € X chooses the channél mod p. Then we proceed to perform the
DCB algorithm on the group of nodes assigned to each of the channels individually. Table
2.6 shows thehannel-modulo dimension-combination broad¢@vDCB, for short) algo-

rithm. By Theorem 2.3.1, nodes associated with the same channel can correctly forward the

message between any two consecutive layers by the DCB algorithm. In addition, simultane-
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8 (256 < A < 512)

7 (128<A<256) | —o— dimension-combination broadcast

—a— polylogarithmic broadcast

6 (64<A<128) |
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416<0<32) |

I

3(8<A<16) |

2(4<0<8) }

pgA[ , A: network degree.
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The value of h reveals the range of the tolerable network degrees.

h=

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
logn ( n: total number of nodes)

Figure 2.2: The range of the tolerable network degrees vs. network size for DCB and PB.

ous reception of packets on other channels is not affected. The correctness of the CMDCB
algorithm for multi-channel systems is thus evident. Consider a multihop networkawith
nodes and maximum degrée= 2"*! — 1,1 < h < logn, the frame length of the CMDCB
protocol isL; = 2("s[*/*11) | The broadcast completion time is hence boundedly.
Obviously, the more the number of channels, the shorter the frame length. However, to en-
sure the formuld ; meaningful, the value gf should satisfy the constraiit< [log [n/p]];
namely,p < n/2". To sum up, whem = n /2", the frame length.; leads to the minimum.

2.4.2 Parallel-Transmission Dimension-Combination Broadcast

The basic idea behind thparallel-transmission dimension-combination broad&kDCB,

for short) algorithm is that if we allow more than one transmission sets for single channel
systems to transmit in a slot by different channels, the broadcast time can thus be shorten.
Observing Tables 2.3, 2.4, and 2.5, we can find that the transmission sets which are mutually
disjoint can concurrently transmit messages without violating the hitting requirements, if we
assign different channels to these sets. In other wordg, ifi 7, = ) in single channel
systems, then both, andT; can transmit messages in the same slot using different channels

in multi-channel systems. L&; = {1}, o1, Tixonio, - - -, T(ip1)xon }» WhereT; € P; is one
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Table 2.6: The channel-modulo dimension-combination broadcast algorithm.

FUNCTION Get_The_Rounds(n, A, p);
begin
channel = my_ID mod p;
my-new_ID =1+ [my_ID/p]|;
execute theDC' B_Algorithm by my_new_1D
to compute the allowable transmission rounds;

end;

of the transmission sets generated®ipide(R, h) andi x 2" +1 < j < (i + 1) x 2. We
have the following theorem.

Theorem 2.4.1.Given any two transmission s€t§ andT;, if a # b andT,,T, € P;, then
T,NT,=0forallix2"+1<ab< (i+1)x2"and0 <i < (") — 1.

Proof. According to the functioDivide(X, h), any two transmission sef§ and7, belong-
ing to the samé; have the form off, = R (! ;=1 = 3 ) andZ, = N (2 »—1 7 01) where
(apap_q . ..a1) = Binary(a) and (bpby_1...b1) = Binary(b). Sincea # b, there must
exist at least one element € {p1,ps, ..., pn} such that, # by, wherel < ¢ < h. The bit
values of thep,th dimension of all the integers ifj, are equal ta,, whereas those i, are

equal tob,. HenceT, N T}, = (). The theorem thus follows. O

By Theorem 4.1, we know that at mastin{p, 2"} transmission sets can use different
channels for concurrent transmission. Following this strategy, we can obtain the PTDCB

algorithm by replacing the following instructions in the DCB algorithm

round = 2"x rank + subrank + 1

Transm = Transm U round,

by the instructions below.
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channel = subrank mod p;

round = [2"/ min{p, 2"}] x rank + |[sunrank/p| + 1;

Transm = Transm U (round, channel);

Similar to the arguments in the previous subsection, the correctness of the PTDCB algo-
rithm for multi-channel systems can be easily proved. Consider a multihop network with
nodes and maximum degrée= 2"*! — 1,1 < h < logn, the frame length of the PTDCB
protocol isLy = [2"/min{p,2"}](*"). The broadcast completion time is hence bounded
by DL,. Clearly, wherp = 2", L, achieves the minimum.

2.4.3 Color-Hit Dimension-Combination Broadcast

Again, consider the same example shown in Figure 2.1. Given the conflictidg)-sef32,

33, 36, 37, 49, 53, 54= {100000, 100001, 100100, 100101, 110001, 110100, 110101

the setsk (99), R(91), R(19), andR (i 1) concurrently transmit messages using chan-
nels 0, 1, 2, and 3 respectively, thén(9{) = {100000} can successfully delivery the
message since only one nodefinuses the channel 0. On the basis of the dimension par-
tition tree, we propose theolor-hit dimension-combination broadcag&TDCB, for short)
algorithm, in which the hitting requirements are satisfied by the scheduled channel usage.
The detailed description is shown in Table 2.7. The correctness for the CTDCB algorithm is
similar to the arguments in Section 3.2 and thus can be easily proved. To ensure that the CT-
DCB algorithm can work functionally, the total number of channedtiould be no less than

2llos Al Consider a multihop network with nodes and the maximum degrae= 2/+! — 1,

1 < h < logn, the frame length of the CTDCB protocol Is; = (L112§ZJ)- The broadcast
completion time is hence bounded By.;. Even thoughp > 2", the worthier occasion to

run the CTDCB algorithm rather than the PTDCB algorithm is wiign< L,. Put these

together, the CTDCB protocol is adoptable Whéﬂ%ﬂj < h < |logp].

2.4.4 Remark

Up to the present, we have proposed four distributed deterministic broadcast algorithms for
multi-channel systems including MLB, CMDCB, PTDCB, and CTDCB. Obviously, unless
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Table 2.7: The color-hit dimension-combination broadcast algorithm.

FUNCTION Get_The_Rounds(n, A, p): Set of(round, channel) pairs;
begin

k = [lognl;

bgbr—1 . .. boby = Binary(my_ID);

6 = [logpl;

for (1 =051 < 0; 1++)
setf]=1¢+1;

position =§ — 1; Transm = (;
round = 1; channel = 0;
while (round < <1§))
begin
for (i =0;i < 0; it++)
channel = channel + by X 20
Transm = Transm U (round, channel);
round++; channel=0;
if (seth — 1]==k)
position——;
else
position =6 — 1;
set[position]++;
for (z=position+1;; < ¢; i++)
setf] = setl — 1] + 1;
end
output Transm,

end;
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Table 2.8: General location-aware multi-channel broadcast scheme.

PROCEDURELocation_Aware_Broadcast(n, A, p);
begin
while (broadcast is unfinished)
if (at the beginning of a frame)
update its current locatiofx, y) € R? via a GPS receiver;
Transm = Get_The_Rounds((x,y),n, A, p);
end.if;
end.while;

end;

the network is too dense, the MLB protocol is not preferred. Consider a multihop networks
with n nodes and the maximum degrée= 2"*! — 1,1 < h < logn. For each intege, if

the value ofmin{Ls, L4, L5} exceedgn/p], then all these algorithms will be compelled to
switch to the MLB algorithm.

In general, when the total number of channels is few, the PTDCB performs best among
all because of its shortest frame length. However, an algorithm (PTDCB) may appear attrac-
tive because of shorter frame length, but may indeed perform poorly for larger number of
channels because of limited degree of transmission concurrency. In MLB and CMDCB, the
whole channels are fully utilizable everis large. In other words, MLB and CMDCB offer

better channel scalability.

2.5 Location-Aware Multichannel Broadcast

Almost all the above-mentioned algorithms are only suitable in a sparse network. In contrast
with single channel systems, we hope that, in multi-channel systems, the maximum tolerable

network degree can be also highly promoted. Fortunately, with the auxiliary of GPS and the
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Figure 2.3: The GDCB model. Part (a) shows the relation between maximum transmission
ranger and the side length of grids. That isd = r. In addition, ten mobile host®) ~

(9) are dispersed randomly over the 2D geographic region. The integer pairs are the grid
coordinate. In this figure, we can find that, with the help of GPS, the number of (potential)
interfering neighbors of the node) is reduced from 3 to 1. Part (b) shows one possible
channel assignment for the grid configuration. The integer within in the grid is the channel
number.

transceivers with tunable transmission power/range ability, we can attain this goal. Table 2.8
shows the general location-aware deterministic multi-channel broadcast prﬁoc@bm-

pared with Table 2.1, we can find that reducing the influence of the maximum degree on the
frame length is achieved at the expense of the periodical recomputation of the transmission
schedule by its updated location information at the beginning of each frame. By the protocol
ﬁ, correct forwarding a message between any two consecutive layers is still guaranteed
within a deterministically bounded frame length and without depending either on the knowl-
edge of current neighbors or on the rate of their mobility. Therefore, the pro?cbdslstill
topology-independent. Again, by specifying the functieet_T'he_Rounds((z,y),n, A, p),

we can obtain different location-aware broadcast protocols.

2.5.1 Grid Dimension-Combination Broadcast

The basic idea behind thgrid dimension-combination broadca@6DCB, for short) algo-

rithm is very simple; in brief, we just imitate the organization of cellular/cluster networks.
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This approach is widely adopted in many issues for the MANET [18, 40, 62, 80]. In our
model of the ad-hoc network, nodes are dispersed randomly over a two-dimensional pre-
defined geographic region. Each node is assumed to know its own position by virtue of its
GPS receiver but not the position of any other nodes in the network. The pre-defined geo-
graphic region is partitioned into logical grids as illustrated in Figure 2.3(a). Each grid is
a square of sizé x d. LetX, = {0,1,2,3,...}. Grids are numbereft:,y) € (N, N.)
following the conventionaky-coordinate. Each node must know how to map its physical
location (z,y) € R? to the corresponding grid coordinate’,y’). As illustrated in Figure
2.3(a), we assigie’, y') = (5], | 4]) throughout this chapter.

The GDCB algorithm is composed of two parts. One is the channel assignment and the
other is the transmission scheduling. As to the channel assignment, for each grid, we assign
a channel to it. When a node is located in a dridy), it will use the channet(z,y) € H =
{0,1,...,p — 1} assigned tdzx, y) for transmission. Let; be the transmission range of the
node: andr = max{r;|s € X}. Determining the optimal values efandd is not an easy
task. Here we restrict the value ofto be no more thad. In our design, both of the node
A located in(z,y;) and the nod&3 located in(zs, y2), Wherez; # x5 Or y; # yo, that
satisfy the inequalitynax{|x; — xs|, |y1 — y2|} < 2 are forbidden to use the same channel
to prevent co-channel interference. To attain this goal, we can simply apply the distance-2
coloring algorithms [70, 80] for cellular or packet radio networks to assign the channel for
each grid herein. Since < d, the lower bound of can be easily determined. LgF|
denote the total number of grids in the pre-defined geographic region. The lower bound of
pis9when|G| > 9. Figure 2.3(b) shows one possible channel assignment. Besides, in our
design, by means of tuning the transmission power/range, we accommodaté updus per
grid whereU is a design parameter. Thus, the maximum number of (potential) interfering
nodes which are bounded within a grid is no more than 1. Let A denote the area of
the pre-defined geographic region. If nodes are uniformly distributed over thedaiéas
on average equal t@dez. Leth = |log(U — 1)]. Given the network degred, the value
of h is much smaller thah = |log A|. Evidently, through the grid channel assignment,
frequency reuse can be maximized and the the number of interfering nodes can be reduced.
Consequently, the maximum tolerable network degree can be highly promoted.

As to the transmission scheduling part of the GDCB algorithm, it works the same as the
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Table 2.9: The grid color-hit dimension-combination broadcast algorithm.

PROCEDUREGCH DCB_Algorithm(n, A, p);
begin
while (broadcast is unfinished)  7#bund_number < D(Uoé?g’jl) J)
if (at the beginning of a frame)
update its current locatiofx, ) € R? via a GPS receiver;
determine the set of allowable transmission chantéls y);
compute the transmission schedilitexnsm = {(round, channel)},
wherechannel € ®(x,y), by theCTDCB_Algorithm(n, A, 3);
end.if;
end while;

end;

DCB algorithm. Consider a multihop network withnodes, the frame length of the GDCB
protocol isLg = oh (1"%”). The broadcast completion time is hence bounde®hy. Notice
that it is the only approach in this chapter to supportith-duplexmode for multi-channel

systems.

2.5.2 Grid Color-Hit Dimension-Combination Broadcast

With the support of GPS, the maximum tolerable network degree is successfully promoted.
However, as we mentioned above, the GDCB algorithm does not make use of the power of
full-duplex transceivers at all. On the other hand, the non-location-aware CHDCB algorithm
works well only when the conditiop%™ | < h < |log p] is satisfied. These motivate us to
propose a hybrid algorithm which combines both of the advantages of GDCB and CHDCB
and overcomes their individual drawbacks.

The grid color-hit dimension-combination broadca86CHDCB, for short) algorithm
consists of two parts. One is the grid channel set assignment and the other is the node
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Table 2.10: Comparison of existing mobility-transparent deterministic broadcast protocols.

protocol channel no. frame length density cond. location info. duplex
LB [4] 1 n dense no half
PB [4] 1 hl x 2h('em) sparse no half
DCB 1 2h (5™ sparse no half
MLB p [] dense no full
CMDCB p< 2 Qh(ﬂog}igﬂ) sparse no full
PTDCB p [ﬁ;m}} (5™ sparse no full
logn
CHDCB p > 2k (~UO§pJ) dense no full
GDCB p>9 2h(lem) dense yes half
o logn
GCHDCB p > 9 x 2llgU] (Uogm) dense yes full

transmission scheduling. The grid channel set assignment part of the GCHDCB algorithm
works as follows. The pre-defined geographic region is partitioned into logical grids fol-
lowing the same way as we described above. We accommodate Wipusers per grid
where U is a design parameter. A grifk,y) is assigned a set of channelsz, y) =
{er(x,y), calz,y), ... calz,y)}, wheres = 2UeUl Given two channel set$; and @,,

they aredisjointif ®; N ®, = (). In our design, the nodd located in{xy,y;) and the
nodeB located in(zy, y2), Where(x, 1) # (xq,ys2), that satisfy the inequalitynax{|z; —

Tal, |11 — y2|} < 2 should use the disjoint channel sets for transmission; naméty, y;) N
d(xq,y2) = 0. Therefore, the co-channel interference between any adjacent grids can be
avoid. Again, how to assign the channel sets to grids relies on the distance-2 coloring algo-
rithms [70]. It is evident that the total number of assigned channels should be no more than
p. In other words,

U O(x,y) CH={0,1,...,p—1}.
(z,y)eA

The lower bound op is 9 x 2l°sU) when|G| > 9.
As to the node transmission scheduling part of the GCHDCB algorithm, it works as fol-

lows. At the beginning of each frame, each node updates its current location information
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(z,y) via a GPS receiver. Then it determines the corresponding channél(sej) via

(x,y). Every nodes within the gridz,y) can use only channels i(z,y) for transmis-

sion. Finally, each node computes its own transmission schedule by the CHDCB algorithm
with the parameters, A, andj. Table 2.9 shows the GCHDCB algorithm. Even though

B < U, correct forwarding a message between any two consecutive layers within a grid

Is guaranteed by the correctness of the CHDCB protocol. Thus the success of the entire
broadcast process is also guaranteed. Consider a multihop network adgtthes, the frame
length of the GCHDCB protocol i&; = (UISSZJ)' The broadcast completion time is hence
bounded byD L,. With the assistance of GPS and the transceivers with tunable transmission
power/range ability, the value @f can be confined to a small number. Consequently, the
GCHDCB protocol becomes very efficient. We summarize the results of this chapter in Table

2.10.

2.6 Summary

Many broadcast algorithms have been proposed for mobile ad-hoc networks [3, 4, 12, 14, 23,
28, 45, 47, 60, 61]. Almost all existing algorithms assume the partial/entire network topol-
ogy information and require heavy maintenance costs when the network topology changes
quickly, frequently, and unpredictably. A broadcast algorithm which is deterministic mobility-
transparent is particularly desirable for real-time systems and multimedia applications, es-
pecially in highly mobile environments. In this chapter, following the layer-by-layer broad-
casting approach in [4] but with a whole different transmission scheduling strategy, we have
proposed the dimension-combination broadcast (DCB) algorithm for single channel time-
slotted networks. Compared with the PB algorithm [4], DCB completely eliminates the
serious redundant transmission problem. As a consequence, DCB dramatically reduces the
broadcast completion time, achieving an exponential order improvement over PB. Moreover,
the maximum tolerable network degree by the DCB algorithm is approximately two to eight
times that by the PB algorithm.

On the basis of DCB, we then propose several different multi-channel broadcast algo-
rithms with multiple reception capacity for different network system environments. In con-

trast with single channel systems, the frame length is significantly reduced in multi-channel
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systems. With the additional support of GPS and the transceivers with tunable transmis-
sion power/range ability, the maximum tolerable network degree is also highly promoted.
If the total number of channels is few, PTDCB is the best choice. If the GPS receivers are
available, GCHDCB is highly recommended. All our proposed algorithms are simple and
easily implementable in a fully distributed manner. Network designers can decide which of
the algorithms is preferred according to the given network resources. Most importantly, we
guarantee that, for all our proposed protocols, there are no redundant transmission rounds in
a frame. It implies that, in terms of bandwidth and energy consumption, our solutions reach

the efficient performance.



Chapter 3

L ocation-Aware Multi-Access Protocols

for Reliable Broadcast

3.1 Introduction

With the revolutionary advances of wireless technology, the applications of the MANET
(mobile ad-hoc network) are getting more and more important, especially in the emergency,
military, and outdoor business environments, in which instant fixed infrastructure or central-
ized administration is difficult or too expensive to establish. In the MANET, pair of nodes
communicates by sending packets either over a direct wireless link or through a sequences of
wireless links including some intermediate nodes. Due to the broadcast nature of the radio
medium and the rapidly dynamic topology changes in the MANET, every algorithms and
protocols developed on it will face many great challenges. In this chapter, we are specially
interested in anedium access contr@AC) protocol for multihop networks with multiple
frequency channels.

A MAC protocol is to address how to allocate the multi-access medium and resolve
potential contention/collision among various stations. MAC protocols proposed so far can
be approximately classified into two categories [5, 13]. One is allocation-based protocols,
and the other is contention-based protocols. Deterministic allocation-based protocols, such
as TDMA (time-division multiple-access) and its variants [41], are primarily designed to

support bounded delay topology-independent transmissions by scheduled slot assignments.
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Nevertheless, these protocols are insensitive to variations in network loads or station con-
nectivity. Although dynamic topology-dependent transmission scheduling protocols [76, 83]
can adjust themselves to station connectivity, they are not suitable for highly mobility en-
vironments due to heavy loads on updated link state information maintenance. As to the
contention-based protocols, such as CSMA/CA and it variants [48, 80, 82], they are primar-
ily designed to support asynchronized transmissions and bursty traffic. However, CSMA/CA
is inherently unstable [31]. Because of this reason, the CARMA protocol based on the deter-
ministic tree-splitting algorithm [31] and its multi-channel counterpart, CARMA-MC [32],
were proposed. In CARMA, in order to maintain a consistent channel view for all stations
in a multihop wireless network, a base station should be set up to govern this task. Hence
it is not suitable for the large-scale MANET. Additionally, CARMA-MC can work correctly
only with the help of theode assignmertigorithm [33], through which the network system
may spend long time and massive update messages in getting convergence when topology
changes quickly and frequently. Further, the number of channels required by the code as-
signment algorithm is an order of the square of the maximum degree of the network. So it is
inappropriate for a crowded environment [80, 82].

The authors in [13] define eeliable packet transmission as the successful delivery of
the same packet from a source station to each neighbor in the destination set. Most pre-
vious works on MAC protocols including IEEE 802.11 [48], ADAPT [11], CARMA [31],
GRID [80], and DCA [82] are designed to support only reliable unicast transmission. As
indicated in [13, 37, 46, 54], reliable broadcast support at the MAC layer will be of great
benefit to the routing function, multicasting applications, cluster management, and real-time
systems. Obviously, a single reliable broadcast can be implemented by sending one or more
reliable unicast messages. However, this approach is not scalable since the time to complete
a broadcast increases with the number of neighbors. Besides, MAC protocols typically do
not maintain link state information [13]. Recently, several link-level reliable broadcast pro-
tocols have been proposed, including FPRP [83], CATA [76], TPMA [37], ABROAD [13],
and RBRP [54]. All of them work correctly only in time-slotted environments and depend
on the collision detection capacity. In TPMA and RBRP, stations with bad luck in their elim-
ination phase or reservation request phase may lead to starvation. To make matters worse,
all of these protocols may lead to deadlocks.déadlock[37, 54, 83] is said to occur if
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two conflicting broadcasts are scheduled in the same slot and the senders do not realize this
conflict. We also notice that all the above-mentioned protocols have focused only on single
channel systems. From many literatures [32, 41, 59, 80, 82], we know that a multi-channel
system outperforms a single channel system in many aspects, including throughput, relia-
bility, bandwidth utilization, network scalability, synchronization implementation, and QoS
support. Physically, these channels can be realized by different carrier frequencies in FDMA
systems or by different orthogonal codes in CDMA systems.

The authors in [13] developed a simple hybrid MAC protocol, called ABROAD, for reli-
able broadcast in single channel environments. ABROAD is a merger of TDMA and MACA
(Multiple Access with Collision Avoidance). Importantly, they try to combine both of the
advantages of the allocation- and contention-based protocols and overcomes their individ-
ual drawbacks. Therefore, ABROAD can dynamically self-adjust its behavior according
to the prevailing network conditions [11, 13]. Following their hybrid approach, but with a
whole different design strategy, we propose novel multi-channel location-aware MAC proto-
cols for link-level broadcast support in a multihop MANET. We call the resulting distributed
protocol “Adaptive Location-Aware Broadcast” (ALAB) protocol. Since a MANET should
operate in a physical area, it is very natural to exploit location information in such an envi-
ronment [24, 80]. Furthermore, with the help of GPS (Global Positioning Systems), every
station can get absolute timing and location information; thus synchronization becomes easy
[24, 37, 54, 59, 83]. The advantages of the ALAB protocol are as follows. (i) ALAB sup-
ports reliable unicast, multicast, and broadcast transmission services in an integrated manner.
That is, unicast and multicast packets are considered as special cases of broadcast packets.
(i) ALAB is scalable and topology-transparent since it does not require any link state in-
formation. Moreover, the number of channels required for the MANET is independent of
the network topology. (iii) All the starvation, deadlock, hidden terminal, and exposed ter-
minal problems are completely eliminated in ALAB. Accordingly, ALAB is more reliable
than other existing link-level broadcast protocols. (iv) ALAB is a mergecarfidensed
TDMA and thetree-splitting algorithmthus combining the advantages of the allocation- and
contention-based protocols. Naturally, ALAB provides deterministic access delay bounds
from its base TDMA allocation protocol. At low traffic or density, ALAB outperforms the
pure CSMA/CA because of its embedded stable tree-splitting algorithm; at high traffic or
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Table 3.1: Comparison of MAC protocols with link-level reliable broadcast support.

deadlock real-time topology location  channel

protocol possibility support transparent awareness mode
CATA [76] yes yes no no single
FPRP [83] yes no no no single
TPMA [37] yes no yes no single
RBRP [54] yes no yes no single
ABROAD [13] yes yes yes no single
ALAB no yes yes yes multiple

density, ALAB outperforms the pure TDMA because of spatial reuse and dynamic slot man-
agement. In a nutshell, ALAB is well adaptable to local changes in traffic load and network
topology. (v) Because of fully exploiting the frequency reuse and spatial reuse, ALAB de-
livers superior performance than ABROAD, which outperforms IEEE 802.11 and ADAPT
[11, 13], even under the fixed-total-bandwidth model. In Table 3.1, we summarize and com-
pare existing MAC protocols for link-level broadcast support with our yet-to-be-presented
ALAB protocol.

The remainder of this chapter is organized as follows. In Section 2, we describe the
ALAB protocol in detail. The approximate throughput analysis is evaluated in Section 3. In
Section 4, extensive simulations are conducted to evaluate the proposed protocol in varying
ad-hoc network conditions. Section 5 concludes this chapter.

3.2 The ALAB Protocol

3.2.1 Model and Assumptions

A multi-hop mobile radio network used to pass data or control packets can be modelled as
an undirected grapy = (V, €) in whichV (|V| = N) is the set of mobile stations and there
is an edgéu, v) € £ if and only if uw andv are in the transmission range of each other. In this
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case, we say that andv are neighbors. The edge set mayy over time because of nodal
mobility. The set of the neighbors of a statiors N (v) = {u | (u,v) € £} and|N (v)] is the
degree ofv. Each station in the network is assigned a unique identifép| by a number
inX ={0,1,..., N — 1}, where|X| = N. In this chapter, all logarithms are assumed to be
base 2. Given an integere X, let Binary(v) = (vivs ... vx_1v;) denote its binary string,
wherek = [log N'|. Thus, every integer it can be represented by a unique binktyples
(v1vg ... vx_10g), Wherev; € {0, 1}.

Within a TDMA network, the time axis is divided into units called (transmissfcahes
and each frame is composed of time slots. Each slot in turn comprises mini-slots. Nodes in
the network are assumed to be synchronized and that the frame length is the same for each
node. Each mobile radio host in a multi-channel network is equipped with the transceivers (a
single transmitter and multiple receivers). Depending on the ability of the transceivers, each
node can communicate with others either in the full-duplex mode or in the half-duplex mode.
In the half-duplex mode, each host cannot transmit and receive at the same time. In the full-
duplex mode, each host can transmit only one packet on one channel but receive multiple
packets on all channels simultaneously [41]. Throughout this chapter, we assume every
node works in the full-duplex mode. On the same channel, two types of communication
collisions will arise [41, 70]. The primary collision occurs when a node transmitting in a
given mini-slot is receiving in the same mini-slot on the same channel. This also implies
the converse: a receiving node cannot be transmitting on the same channel at the same time.
The secondary collision occurs when node receives more than one packet in a mini-slot on
the same channel. In both cases, all packets are rendered useless. To this end, we assume
that if more than one node is transmitting on the same channel such that the packets overlap
in time, then collision occurs on that channel. On the other hand, simultaneous reception of
packets on other channels is not affected [41]. In this chapter, we also assume that a node is
capable of determining the current status of a single radio channel [59]. That s, at the end of
a mini-slot, each node can obtain feedback from the receiver specifying whether the status

of aradio channel is:
e NULL: no transmission on the channel

e SINGLE: exactly one transmission on the channel



§ 3.2 The ALAB Protocol 45

(@)

Figure 3.1: Parts (a) and (b) show the relations among transmissionmatigeside length
d, of grids, and the side lengify of hexagons. That is/2d; < r; < 2d, and2d, < r; <

V7ds.

e COLLISION: two or more transmissions on the channel.

As indicated in [59], a number of radio and cellular networks including AMPS, GSM,
ALOHA-net, as well as then well-known Ethernet are known to rely on their sophisticated
collision detection capacities.

The basic idea behind the ALAB protocol is not sophisticated; in brief, we develop the
GPS-based channel assignment scheme to imitate the organization of cellular networks. This
approach has been widely adopted for ad hoc routing and broadcasting [17, 40]. Each station
is assumed to know its own position by virtue of its GPS receiver but not the position of any
other stations in the network. The pre-defined geographic region is partitioned into two-
dimensional logical grids or hexagons as depicted in Figure 3.2. Each grid is a square of size
d, x di. The side length of the hexagonsiis Letr; be the transmission range of station
Determining the optimal values of, d;, andd, may not be an easy task. In our design, we
restrictv/2d; < r; < 2d, for the grid configuration andd, < r; < V7d, for the hexagonal
configuration as illustrated in Figure 3.1(a) and Figure 3.1(b), respectively.

LetN,, = {0,1,2,...}. Grids in the two-dimensional plane are numbeted,) follow-
ing the traditionalry-coordinate (see Figure 3.2(a)). A MANET with hexagonal configu-
ration in a coordinate system has thendy axes with their positive portions crossing at
a60° angle (see Figure 3.2(b)). Every station must know how to map its physical location
(«',y) € (R, RN) to the corresponding grid/hexagon coordinatey) € (R, R ). Given
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two gridsg; = (z1,y1) andgs = (2, y2), the distance between them is defined by

distg(g1, g2) = \/(xl —22)" + (51 — 12)".

Given two hexagons,; = (xy,y;) andhs = (z2,y2), the distance between them is defined
by

distyy(hy, ho) = \/(931 - 332)2 + (21 — 22) (1 — y2) + (1 — y2)2-

Like most cellular networks [39], each grid/hexagonal cell is assigned a unique channel.
When a station is located at a céll, y), it must use the channel assigned to the ¢ell))
for transmission. To exploit the frequency reuse, the minimum reuse disfapgeshould
be specified. A channel can be used simultaneously by a number of different cells only if
the distance between each pair of cells using the channel is greater than or efygl .to
The interference neighborhoodN, associated with a specific cell= (z,y) is defined
as the set of cells whose distance is smaller thap,. In other words, if a channel is
assigned to the cell then it cannot be assigned to any cell'iN... Take the relation between
allowable transmission ranges and the side length of cells into consideration, the interference

neighborhood for grid and hexagonal configurations can be defined respectively as follows.
INY = {¢ | distg(c,g’) <5} and IN! ={H |disty(c,h') < V19}.

To attain this goal, we can simply apply the distarigg;, coloring algorithms [70, 80] for
cellular or packet radio networks to assign a channel for each cell. Figures 3.2(c) and 3.2(d)
depict possible channel assignments for grid and hexagonal configurations respectively. Let
|G| (|H]|) be the total number of grids (hexagons) over the geographic region. By a simple
counting, the lower bound gffor the hexagonal configurationi9 when|H| > 19. For the

grid configuration, the lower bound pfis 25 when|G| > 25.

The main purposes of these restrictions are as follows. Stations in the same cell form a
single-hopcluster. In other words, all stations within the same cell can hear the transmission
of others. By means of synchronization, all stations within the same cell are able to maintain
a consistent channel view. Due to the channel consistency in every cell, no deadlock or

hidden terminal problems will exist.
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Figure 3.2: The geographical area is divided into logical grids or hexagons. The integer pairs
in parts (a) and (b) are the grid/hexagon coordinates. Parts (c) and (d) represent the possible
channel assignments for grid and hexagonal configurations respectively. The integer within
in the cell is the channel number.
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TDMA frame
[t [ 2] 3] 4]----- | N |
RTB | RTB | RTB | =« - RTB Data ]
— v
~

Callision Resolution Phase ( M mini-dots) RTB: Request To Broadcast

The collisions are resolved by the tree-splitting a gorithms:
(2) randomized, (2) improved randomized, or (3) deterministic approaches.

Priority Reservation Phase ( dedicated to the primary and secondary candidate nodes)

Figure 3.3: The ALAB slot and frame structure.

3.2.2 Protocol Description

The ALAB protocol integrates a tree-splitting collision resolution protocol within each slot
of a TDMA allocation protocol. Each station is assigned a transmission schedule (frame)
consisting ofN slots. The slot and frame structure of the ALAB protocol is shown in Figure
3.3. The frame is divided into fixed-sized slots. Each slot is composed of three parts: a
priority reservationphase and aollision resolutionphase followed by @ata transmission
phase. The first two phases are calledl#z®ler electiorphase. The first mini-slot is meant

for the priority reservation phase and the collision resolution phase consists of th&/next
mini-slots. The final mini-slot is the data transmission phase.

In the priority reservation phase, only the predetermined primary and secondary candi-
date stations have the chance to reserve the slot. However, when the first mini-slot remains
unused, all active stations contend to use it by randomized or deterministic collision reso-
lution algorithms. A station is said aactivestation if it has packets to send. Through the
leader election phase, we guarantee that at most one active station will survive in a cell in a
slot. The survival(s) gets the right of broadcast in the data transmission phase. The ALAB
permits multiple reservations to be masienultaneoushat various cells. Recall that the
transmission range is limited and simultaneous reception of packets on other channels is not
affected. As a result, inter-cell communications via data packets are collision-free. We will

focus the protocol description ansingle cell say(z, y), in the sequel. Before describing
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the ALAB protocol in detail, we also make the following assumptions.

e A station located in a cellz, y) is assumed to continuously monitor the status of the

channel assigned t@, y).

e The stations can transmit packets only at the beginning of slots. New packets that arrive
to the system are inhibited from being transmitted while the resolution of collisions is

in progress.

e The channel introduces no errors, so control-packet collisions are the only source of
errors. Stations can perfectly detect such collisions immediately at the end of each
mini-slot.

e Each slot is designed to accommodate the packet transmission time and the guard
time, which corresponds to the transmit/receive turn-around time plus the maximum
propagation delay. For ease of presentation and analysis, the guard time is assumed to

be negligible as compared with the packet transmission time.

Since the network are assumed to be synchronized, all active stations enter the priority

reservation phase synchronously.

1) Priority Reservation Phaseln slot i of a frame, we let the station with theD =
i —1 mod N be theprimary candidate(PC for short) station and the station with
thelD =7—1+ L%J mod N be thesecondary candidatéSC for short) station.
Figure 3.4 shows the arrangement of the PC and SC stations in a frame,Whefe
In our design, the PC station takes priority over the SC station. At the beginning of
the first mini-slot, only the PC and SC stations are allowed to send RTB (request-to-
broadcast) control packets with probability 1. At the end of the first mini-slot, if the
status of the channel is COLLISION, then the PC station unconditionally wins the slot
to broadcast a packet. If the status of the channel is SINGLE, all active stations except
the winner quit the contention at the remaining mini-slots, abandon the corresponding
packet transmission mini-slot and wait for the next slot. Otherwise, all active stations

enter the collision resolution phase.
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slots 1 2 3 456 7 8

primary candidate statons 0 1 2 3 4 5 6 7
secondary candidate stations 4 5 6 7 0 1 2 3

Figure 3.4: The schedule of the primary and secondary candidate stations in a frame. We
assume that there are 8 stations in the network.

Though a packet may collide with another packet, the correct semantic is always inferred
in the context of the protocol. ALAB needs merely a notification of NULL, SINGLE, or
COLLISION (0/1k) in each mini-slot in leader election phase, each mini-slot thus requires
only a single logicabit (or bursi) that is long enough for a transceiver to be able to distin-
guish. In collision resolution phase, our protocol proceeds in successive collision resolution
periods to elect a winner that has a packet to send. The collisions can be resolved either
by the randomized tree-splitting algorithm or by the deterministic ID-splitting algorithm.
Network system designers can decide which is preferred according to the implementation

considerations or the performance considerations such as throughput, delay, and fairness.

2.a) Randomized Collision Resolution Phagé the beginning of théth mini-slot, where
2 < i < M + 1, all active stations send RTBs with probability 1. At the end of the
ith mini-slot, if the status of the channel is NULL, then the collision resolution period
is over. If a COLLISION is alarmed, every active station flips a coin. Those who
obtain heads (with probability) remain active in the next mini-slot; while those who
obtain tails (with probabilityl — p) withdraw from the remaining contention attempts
and wait for the next slot. This process keeps running until a SINGLE is reported
or ¢ equalsM + 1, whichever comes first. Figure 3.5 shows two possibilities of the
entire process of the randomized tree-splitting algorithm. This approach is similar to
TPMA [37]in principle. Observing Figure 3.5, we can find that the collision resolution
process stops immediately once a NULL occurs. One can make a further improvement,
however. On condition that a NULL is sensed, all previous contenders are allowed to
flip a coin again and those who obtain heads can send RTBs in the next mini-slot.

Thus the collision resolution phase will never terminate in the NULL state before
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stations

mini-slot 0 1 2 3 4 5 6 7 channelstatus

2 1 1 1 1 1 1 COLLISION

3 O 1 001 0 1 COLLISION

4 0 1 1 0 COLLISION

5 0 0 NULL
stations

mini-slot 0 1 2 3 4 5 6 7 channelstatus

2 11111 1 COLLISION
3 0 1 01 0 0 1 COLLISION
4 01 1 0 COLLISION
5 0 1 SINGLE

Figure 3.5: The randomized collision resolution process. We assume that active stations
0 ~ 7 are located in the same cell. The contending stations involved in the COLLISION
split randomly into two subsets by each flipping a coin. Those who obtain heads send a 1
(RTB) in the next mini-slot; while those who obtain tails become inactive (0) and wait for
the next slot. The upper case shows the bad ending, i.e., no winner is elected. The lower case
shows the lucky ending, i.e., station 4 wins the slot.

mini-slot M + 1. Figure 3.6 shows an example of the improved randomized collision
resolution process. It is worth noticing that stations with bad luck in the randomized
collision resolution phase will not starve because of the underlying TDMA protocol.
The advantages of this approach are that it achieves fairness naturally and a winner
may arise quickly. A reasonable value &f could bel + [log @Nﬂ, where|G| is the

total number of cells over the geographic region.

2.b) Deterministic Collision Resolution Phasé/e assume that every station keeps an inte-

ger variabletemporary_I D used in this phase. Initiallyemporary ID := ID. Let
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stations

mini-slot 0 1 2 3 4 5 6 7 channelstatus

2 1 01 1 00 1 O COLLISION
3 0 11 0 COLLISION
4 0 O NULL
5 10 SINGLE

Figure 3.6: The improved randomized collision resolution process. We assume that active
stations 0, 2, 3, and 6 are located in the same cell. The status of the channel is NULL at the
end of mini-slot 4. All colliding stations (2 and 3) in mini-slot 3 are permitted to flip a coin
again. Finally, station 2 luckily wins the slot.

M =1+ [log N|and(bbs, - - - , by) be the binary representation of any given station
temporary_I D, wherek = [log N|. At the beginning of the second mini-slot, all
active stations send RTB packets. If the status of the channel is NULL, then the colli-
sion resolution period is over. If a COLLISION occurs, all active stations Wits 0

send RTB packets in the next mini-slot. The general rule onthe2)th mini-slot,

1 < i < M — 1, is that all active stations with, = 0 send RTBs; at the end of the
mini-slot, if a COLLISION is alarmed, all active stations with= 1 are backlogged

and wait for the next slot; while a NULL is detected, all active stations with 1

remain active in the next mini-slot. This process continues running until a SINGLE
is recognized. Clearly, at the end of the collision resolution process, only the active
station with the lowest-numberedmporary_I D will be the winner. This approach

Is similar to [5] in principle. Figure 3.7 shows an example of the entire process in the
deterministic collision resolution phase. To ensure fairness, each station subtracts one
(mod N) from its currenttemporary_I D at the end of every slot. The advantage of
the deterministic approach is that a winner is guaranteed to be elected if at least one
active station exists. However, this scheme only achieves the partial fairness since it
highly depends on the ID distribution within a cell. Besides, the valug¢/dby the

deterministic approach may be larger than that by the randomized approach.
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stations {emporary_I1Ds)

mini-slot 000 001 010 011 100 101 110 111 channel status

2 1 1 0 1 0 1 COLLISION
3 1 1 COLLISION
4 NULL
5 1 SINGLE

Figure 3.7: Deterministic logarithmic search for the active station with the lowest-numbered
temporary_ID. We assume tha¥V = 8 andtemporary_ID = ID for the current slot.
Initially, active stations 010, 011, 101, and 111 fall in the same cell. At the beginning of
mini-slot 3, all active stations witlh; = 0 contend for the access right. At the end of
mini-slot 3, the status of the channel is COLLISION. stations 101 and 111 therefore become
inactive. In this figure, 1 stands for an RTB and 0 stands for nothing. At the end of mini-slot
5, station 010 wins the slot.

In the data transmission phase, every winner in every cell starts to transmit. Since si-
multaneous reception of packets on other channels is not affected, all stations can gain the
data concurrently. ALAB has deterministic access guarantees by its base TDMA allocation
protocol while providing flexible and efficient bandwidth management by reclaiming unused
slots through the stable contention/collision resolution protocol. Consequently, each station
can dynamically adapt its behavior according to local changes in the network load or node
density. ALAB is thus not only topology transparent, but also density and load transparent.
Since the control packet length is typically smaller than the data packet length, it is worth-
while taking multiple mini-slots to compete for the access right. To sum up, our hybrid MAC
protocol is similar to the leader election among the active stations within each gird in every
slot.

Since ALAB adopts the frequency reuse technique, each cell can “operate” indepen-
dently. Thus the global clock synchronization is not necessary. As long as the timing is
tight enough to allow local synchronization in a cell, drift at different cells of the network
is allowable. With regard to signal interference, authors in [83] indicates that a combina-

tion of diversity receiver and Hadamard coding can effectively reduce the interference and
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noise influence in CDMA systems in the presence of multipath dispersion. In our design,
no acknowledgement mini-slot exists since we assume that transmission is error-free. If the
wireless channel is lossy, packets are received in error and retransmissions are required. In
this case, theegativeACK (NACK) retransmission strategies [5, 46] are applicable here-
into. In other words, we can slightly modify the slot and frame structure such that NACKs
can be sent immediately after data transmission phase is over. On erroneous receipt of the
packet at receivers, the sender will receive the (possibly collided) NACK packets in the next

mini-slot, prompting a retransmission.

3.3 Throughput Analysis

We assume that stations are randomly distributed over the geographic region. In our design,
the geographic region is partitioned into logical grids or hexagons. Each grid is a square of
sized; x d; and the side length of the hexagonsiis The area of a hexagon %/—gdf.

Let r; be the transmission range of statibnWe restricty/2d; < r; < 2d; for the grid
configuration an®d, < r; < v/7d, for the hexagonal configuration. Let denote the area

of the pre-defined bounded geographic region. The total number of grids (hexagons) over the
geographic region igj| = % (|H| = ;£ Given fixedA andr, we have’s < |G| < ¥

and 34 < |H| < 144

3v/3r2 3v3r2°
Two bandwidth models have been proposed in [80, 82] to evaluate the network through-

put performance for multi-channel ad-hoc networks.

¢ fixed-channel-bandwidttEach channel has a fixed bandwidth. Clearly, the more the
channels, the more bandwidth the network can potentially use. This model is espe-
cially suitable for CDMA environments, where each code has the same bandwidth,

and we may utilize multiple codes to increase the actual bandwidth of the network.

e fixed-total-bandwidthThe total bandwidth offered to the network is fixed. Evidently,
with more channels, each channel will have less bandwidth. This model is especially
suitable for FDMA environments, where the total bandwidth is fixed, and our job is to

use the appropriate number of channels to optimize the performance.
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We follow the analytic model proposed in [13] to evaluate the approximate throughput in
a multi-channel TDMA network using the ALAB protocol. Note that we will only consider
the grid configuration based on the fixed-total-bandwidth model since other cases can be
derived in the similar way. Lef; = min{25, |G|} and f; = min{19, |H|}. The total
number of channels required in our protocolfisfor the grid configuration, angd,, for the
hexagonal configuration. Since the total bandwiBtrs fixed, the bandwidth in which each
grid (hexagon) can offer i8g = B/ fg (By = B/ fx)-

We consider a network oV identical stations with a uniformly homogeneous load dis-
tribution. Each station issues a request (at most one) at the beginning of each slot with prob-
ability a. Given a grid(x, y), we assume thatradio stations are located in it. Hence, the
probability of the evenk that there ares requests atz, y) in a given slot, wheré < 5 < /,
is (5)a’(1—a)™". Let P(Y) = P(Y|X) be the conditional probability of an evetit,

s
given that the evenk has occurred angl < 3 < /. We have

P(all contenders enter the collision resolution phase
— P(all contenders are in an unassigned slot

— P(neither the PC station nor the SC station is an active station
_ B (1B B
N N) N-1

Let the coin land heads up with probabilpyn every toss angl= 1 —p. If the collisions

are resolved by the randomized approach, then we have

D, = P(awinner arises in mini-slat | all contenders are in an unassigned )slot

k-3 \ A1 k-4 N\ P71
= 5]9k_2(1 —p)ﬁ_1 (Zp2> — (Zﬂ) ,for3 <k< M+1.
i=0 i=0

This formula can be proved by induction &rj37]. Thus, the conditional probability that a

winner arises in the collision resolution phase is

M+1

’(Ug = Z Dk,
k=3

since the conditional probability that a winner arises in the second mini-slot is 0, given

2 < (B < /. Altogether, the probabilitys, that exact one active station successfully transmit
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a packet among mobile stations within the gridz, ) in a slot is

SE:G) (1=a) +Z(> (1—a)""[Ts+(1—Ts) xwg], for1 <¢<N.

In fact, S, corresponds to an approximation of a grid’s average throughput in terms of pack-
ets/slot. Like other existing collision resolution protocols [5, 37], optimdepends on the
average number of stations per grid and packet arrival rate; while optifrédgpends on the
ratio of control packet length to data packet length.

We label|G| grids over the geographic regidn, Gs, . . ., G|g| respectively. In addition,
we assume that the gri{@; contains/; stations, Wherig1 ¢; = N. Therefore, the average

number of successful broadcasts over the entire network in a slot is

4

1, if ¢, >0
S = 25 X Sg , where 5(&) =

The throughputT is defined as the average number of bits successfully transmitted by all
stations per second. We assume that a mini-slot in the leader election phdsebitasaand
the packet transmission mini-slotiig-bit long. The throughptity for the grid configuration

is

BgXLd
Te =8 X
g (LC<M+1>+Ld)

This throughput can be further promoted if the improved randomized approach is used

in the collision resolution phase. Figure 3.8 shows the state diagram of a grid. Let

z=| Ope OV - Gwa |
[ (Q)r°a + () 0 0 0 ]
Glop° et (P ()P 0 0
A= : : : : : )
(5)p*e”® ("3h)pPe” o (@ + (Gt 0
(5)p*¢2 (o Vi (3)p*q" 0)r°a* + ()¢ |
and

y=|1020 - O]T,
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Figure 3.8: State transition diagram of a grid for the improved randomized collision reso-
lution phase. It has four states, labell@d = 3, Q; = 0, Q3 = i, andQ, = 1. The solid

arrow pointing at; from @, indicates that); contenders flip a coin at the beginning of the
mini-slot and@; is the number of heads at the end of the mini-slot. The probability of state
transition is also given. The dashed arrow starting from 0 shows that thekecaregenders

in the previous mini-slot. Initially, there ar¢active stations in a grid. The accept state is the
one with a double circle. Once the accept state is reached, a winner is successfully elected.

wherez is a row vector with3 — 1 componentsy is a column vector, and is a(5 — 1) x

(3 — 1) lower triangular matrix. The entry;; = (gjﬁ)pﬁ—i“qi—j of A below the main
diagonal denotes the probability that- j + 1 contenders flip a coin and — 7 + 1 heads
are obtained in the end. The diagonal element= (5*é+1)p0qﬁ—z‘+1 4 (gizﬁ)pﬁ_quO
signifies the probability that alf — i + 1 contenders send RTB packets or remain silent. The
elementr; = (5‘;'*1) pq”~* of vectorz expresses the probability that a winner successfully
acquires the slot among — i + 1 competitors. Giverg > 2, from the step by step state

transition, we can obtain

D, = P(awinner arises in mini-slot | all contenders are in an unassigned slot

= xA" 3y for3 <k <M+1.

This formula can be proved by induction én Consequently, the conditional probability
that a winner arises in the improved randomized collision resolution phase is

M+1

WQ = Z Dk,
k=3



§ 3.4 Simulations 58

Note that the conditional probability that a winner arises in the second mini-slot is 0, given
2 < B < /. Finally, if the deterministic approach is used in the collision resolution phase,
thenM =1+ [log N'| and a winner will arise with probability 1 far < 5 < N.

3.4 Simulations

We use thdixed-increment time advan@pproach [50] for our discrete-event simulation
model to evaluate the performance of ALAB. We have developed a simulator by C++. To
simplify the analysis and simulation scenarios, the guard time is ignored in our experiments.
The ad-hoc network is simulated by placing stations randomly and uniformly within a
bounded geographic region. For the grid configuration, each grid is a square @f sizg.

The geographic region siz€G| = d“l%) is measured by the number of grids. The transmis-
sion range of all simulated stationssianeters. The control packet lengih is 20 bytes

and the data packet length, is a multiple of L.. Network traffic was generated according

to a Poisson arrival process with a meamgiackets per second, and uniformly distributed
among the stations. If the fixed-channel-bandwidth model is assumed, each channel’s band-
width is 1 Mbps. If the fixed-total-bandwidth is assumed, the total bandwidth is 1 Mbps.
We will focus our minds on the grid configuration (except for part B) since the trend for
the hexagonal configuration will be similar. In addition, we will consider the effect of node
density on the performance instead of the average degree, wheredéelensity of the grid
plane(n = %) is defined as the average number of stations per grid.

A) Effect of Geographic Region SiZe this experiment, we vary the geographic region
size from1 x 1 (one grid) to13 x 13 (169 grids) to observe its effect on the throughput
performance under the fixed-total-bandwidth model. Figure 3.9 shows the simulation result
with A = 2, n = 8, andL,/L. = 100. We see that wheth < |G| < 25, the throughput drops
slightly with an increasing number of grids. This is because as the total number of grids
increases, each grid provides less bandwidth. However, \When 25, a larger geographic
region size yields higher throughput. This is because as the geographic region size increases,
the bandwidth where each grid can offer remains the same; besides, the total number of grids
Is increased and every grid may make a contribution to the throughput in every slot. Above

all, this scenario reveals that ALAB indeed gains the advantage from exploiting frequency
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Figure 3.9: Geographic region size versus throughput under the fixed-total-bandwidth
model with different cell configurationsA(= 2, n = 8, andL,/L. = 100.)

reuse and spatial reuse.
B) Effect of Cell ConfigurationsFigure 3.9 also shows the effect of the cell configu-
rations on the throughput performance under the fixed-total-bandwidth model. Given fixed

V2
the grid plane will be equal to that of the hexagonal plane. In Figure 3.9, we can see that,

N, A, andr, if we letd; = = anddy, = \/#75 then|G| = |H| and the node density of

when|G| > 25, ALAB for the hexagonal configuration achieves a throughput that is about
f—g ~ 1.3158 times that for the grid configuration. This is expected since in this case, the
number of channels required for the hexagonal configuragign< 19) is less than that for
the grid configuration.

C) Effect of Data Packet Lengtlin Figure 3.10, we show the effect of the rafig/ L.
on the throughput performance under the fixed-total-bandwidth model. In this experiment,
we fix n and |G| as 8 andl0 x 10, respectively. We can see that whéep/L. < 125, the
throughput is highly promoted with the increasing length of data packet. This is because
each successful leader election process can schedule more data bits to be sent. However, if
we further increase the ratib,/ L., the throughput of ALAB will be saturated at a certain

point. As shown in Figure 3.10, as both offered load &gdL. increase, the throughput of
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Figure 3.10: L,/ L. versus throughput under the fixed-total-bandwidth modek=(8 and
|G| = 10 x 10.)

ALAB (deterministic collision resolution approach) approaches the network capacity.

D) Effect of Arrival Rate and Bandwidth Modelfn this experiment, we assume that
N = 512, r = 2dy, |G| = 8 x 8 n = 8, andL,/L. = 50. Figures 3.11 and 3.12
show the throughput versus the offered load under the fixed-total-bandwidth model and

under the fixed-channel-bandwidth model respectively. Especially, even under the fixed-
total-bandwidth model, we find @% increase in the peak performance for ALAB over
ABROAD, which delivers superior performance than TDMA, IEEE 802.11, and ADAPT
[11, 13]. The reasons are three-fold. (i) In ALAB, via the location-aware channel assign-
ment scheme, the number of potential interfering terminals is significantly reduced from the
size oftwo-hop neighborhootb the size ofntra-grid neighborhood (ii) Through the leader
election process in ALAB, the probability for a station to reserve a slot is highly boosted.
(i) In such a crowed environment, theasure effecf37] or deadlocks also cause the per-
formance of ABROAD degradation. However, it is not very fair to compare ABROAD and
ALAB because of their different hardware assumptions. In Figure 3.12, we see that the
ALAB protocol with the deterministic collision resolution approach performs best since one

active winner is guaranteed to be elected (if it exists) in each grid in every slot.



§ 3.4 Simulations 61

2.5
D
2
—~
[%2]
Q B0 590806888040
o
S 15 |
- | EAEAABAA DS A AL ADLD N
=
= g B O R R R
[=)) Lo
S Lo
o 1
e
[
---:0---- ABROAD
05 | —=A— ALAB (randomized)
——8&— ALAB (improved randomized)
—o— ALAB (deterministic)
0 e

0 0.2 0.4 0.6 0.8 1

Arrival Rate (pkts/sec)

Figure 3.11: Arrival rate versus throughput under the fixed-total-bandwidth mallet= (
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Figure 3.12: Arrival rate versus throughput under the fixed-channel-bandwidth model.
(N =512,n=38, |G| =8 x8,andL,/L. = 50.)
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Figure 3.13: Throughput versus node density and arrival rate under the fixed-channel-
bandwidth model. § = 256 andL,/L. = 75.)

E) Effect of node densityFigure 3.13 shows the throughput versus node density and
arrival rate under the fixed-channel-bandwidth model. WeNise 256 andL;/L. = 75.
We see that as the node density decreases and/or the traffic load increases, the throughput
increases monotonically and is finally saturated at a certain point. Especially, we find that
when\ = 15 ~ 20 andn = 4 ~ 16, the deterministic collision resolution approach yields
about27.67% ~ 56.67% improvement in the throughput, as compared with the randomized
one. This is reasonable due to the uncertainty in the leader election phase by the randomized
approach.

Given fixed. A and V, decreasing the node density will promote the throughput; mean-
while, it will cause the number of grids increase. Since we restfivl; < r < 2d; in
our design, a larger number of grids implies a shorter transmission range. From a routing
performance standpoint, this will result in more hops from sources to destinations. We will
further investigate the effects of our MAC protocol on location-aware routing performance
in future work. In a nutshell, determining the optimal values ahdd, is not an easy task.

F) Effect of station ID DistributionAll above experimental results show that the ALAB

protocol with the deterministic collision resolution approach performs best. However, this
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Figure 3.14: station ID versus station throughput under the fixed-channel-bandwidth model.
(N=16,n=4,|G| =4,andLy/L. = 75.)

deterministic approach highly depends on the distribution of the station IDs. In spite of
the multihop characteristic in ad-hoc networks, each contending station should receive an
equal share of the transmission bandwidth. We conduct an experiment to understand this
fairness issue. LelN = 16, n = 4, |G| = 4, andLy/L. = 75. Four sample stations
intended for our observation are 0000, 0001, 1010, and 1011. We further assume that they
are located in a same grid. Figure 3.14 shows the simulation result under the fixed-channel-
bandwidth model. We can see that as the offered load increases, the performance range of
the sample stations increases significantly. That is, the unfairness problem becomes serious
when traffic load is heavy. Therefore, if fairness is critical, the ALAB protocol with the

improved randomized collision resolution approach may be a compromise solution.

3.5 Summary

In many literatures [13, 37, 46, 54], we know that reliable broadcast support at the MAC layer
for multihop ad-hoc networks will be of great benefit to the routing function, multicasting
applications, cluster management, and real-time systems. In this chapter, we have proposed

new novel location-aware hybrid MAC protocols, called ALAB, for link-level broadcast
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support in multi-channel networks. ALAB works efficiently even in the highly mobility en-
vironment or when the network becomes partitioned since it does not maintain any link state
information. Our GPS-based channel assignment scheme has the following advantages. (i)
The total number of channels required is independent of the nodal degree. (ii) All stations
within the same cell are able to maintain a consistent channel view. Because of the chan-
nel consistency in every grid, both deadlock and hidden terminal problems are completely
eliminated. (iii) The number of potential interfering terminals is significantly reduced from
the size of two-hop neighborhood to the size of intra-grid neighborhood, thus increasing the
spatial reuse.

Especially, ALAB combines both of the advantages of the allocation- and contention-
based protocols and overcomes their individual drawbacks. Compared with the pure TDMA,
ALAB inherits its deterministic access delay property while providing more flexible band-
width management by reclaiming unused slots through contention resolution protocols. Com-
pared with the pure CSMA/CA, ALAB uses the more stable tree-splitting algorithms to re-
solve bursty collisions in an efficient manner and without chaotic events.

We have conducted extensive experiments, which take many factors, such as geographic
region size, cell configurations, data packet length, channel bandwidth models, arrival rate,
node density, and fairness, into consideration. Approximate throughput analyses for different
collision resolution methods are also provided. Simulation results do confirm the advantage
of our scheme over other MAC protocols, such as IEEE 802.11, ADAPT [11], and ABROAD
[13], even under the fixed-total-bandwidth model. All of these results make ALAB a promis-

ing protocol to enhance the performance of the MANET.



Chapter 4

Quality-of-Service Point Coordination

Function for Wireless LANS

4.1 Introduction

Wireless local area networks (WLANS) are emerging as an attractive alternative or comple-
mentary to wired networks because of cost effectiveness, ease of installation, and tether-free
access to the Internet. A WLAN typically consists of access poin{AP), playing the

polling master, and a finite set of associated mobile stations. Recent advances in wireless
technologies have been trying to push WLAN even further towards providing real-time mul-
timedia services to mobile users. Polling schemes are a well-suited class of medium access
control (MAC) protocols for a cell-based WLAN to handle parameterized quality-of-service
(QoS) traffic because of contention-free transmissions during the polling period and cen-
tralized traffic scheduling via the polling master [16, 21, 27, 29, 66]. The simplest polling
scheme igoll-call polling [44]; in other words, the AP polls every station in sequence and
check whether it has data to send. However, this approach has three major drawbacks. First,
if the AP fails, then the entire MAC system will become inoperative. Second, since the
AP polls every station, it may happen that many stations are polled only to learn that they
have nothing to transmit, thus unnecessarily wasting bandwidth and delaying the stations
with packets. Last, roll-call polling does not provide any priority mechanism to support dif-

ferentiated services. Definitely, it is a challenge to design a polling scheme that takes the
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overall QoS into consideration. In this chapter, we will propose a new polling MAC protocol
with priority reservation and flexible bandwidth allocation schemes to support multimedia

applications with QoS requirements.

4.1.1 Related Work

The international MAC standard for WLAN, IEEE 802.11 [48], defines two modes of opera-
tion: thedistributed coordination functio(DCF) and theoint coordination functiofPCF).

The DCF used in the contention period (CP) emplogsier sense multiple access with col-
lision avoidanc§ CSMA/CA) strategy to provide asynchronous data service. The PCF used
in the contention-free period (CFP) employs the polling strategy to provide time-bounded
service. PCF uses point coordinator(PC), which shall operate at the AP, to determine
which station on golling list currently has the right to transmit. When a PC is operating

in a WLAN, the two coordination functions alternate, with a CFP followed by a CP, which
are together referred to asGEP repetition intervalbr asuperframe For a more complete

and detailed presentation, please refer to the IEEE 802.11 standard [35, 48]. One of the ad-
vantages of the alternating period approach is that even if the AP/PC fails, the entire MAC
system is still operative since it is only reduced to the DCF mode. However, there are several
problems with PCF that make it less attractive for QoS utilization. (i) Any station intend-
ing to receive contention-free service shall first send the (re)association frame to the AP
during the CP. Since DCF is governed by a contention-based protocol, the (re)association
frames need to compete with all other stations in the same cell, resulting in an unbounded
(re)association delay. Thus a real-time station with bad luck may never get on the polling
list. (ii) IEEE 802.11 does not support the concept of differentiating frames with different
user priorities [15]. The DCF is basically supposed to provide a long-term fair channel ac-
cess to all contending stations in a distributed way. This implies that low-priority stations
may join the polling list earlier and faster than high-priority stations. (iii) In an infrastructure
WLAN, IEEE 802.11 does not allow a station to send frames directly to any other stations
within the same cell, and instead the AP shall relay the frames always [15, 48]. In this way,
the channel bandwidth is indeed consumed twice than directional communication between

stations. (iv) In IEEE 802.11 PCF, the medium occupancy time or the transmission time
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of polled station is unpredictable and unrestrained. Any polled station is allowed to send
a single frame that may be of an arbitrary length, up to the maximum of 2312 bytes. This
may adversely degrade and ruin the performance of the other stations on the polling list. (v)
If pollable stations desiring to leave the polling list, they shall reassociate with the AP via
DCF. The station without additional buffered data but having no chance to get off the polling
list will response aNull frame when polled by the AP/PC. These Null frames are simply the
wastage of bandwidth, thus causing the PCF performance down.

To improve the PCF performance, the authors in [66] presented the STRP protocol for
a WLAN. In STRP, the PC splits the associated stations into two logical rings, the active
ring and the idle ring, according to whether they have pending data. The PC utilizes a
single poll to enable a station in the active ring to transmit a data frame by a stronger power,
while allowing a station in the idle ring to response a lasting jamming signal by a weaker
power. Once the jamming signal is detected by the PC, that station in the idle ring will be
placed on the active ring. This approach may shorten the time to probe which station has
data to send. However, once the active ring becomes empty, the STRP protocol is reduced
to roll-call polling. Furthermore, STRP suffers from the near-far problem and costly dual
transceivers. The authors in [66] proposed the SuperPoll protocol to reduce the overhead of
polling frames during the CFP. Instead of polling each station individually, in SuperPoll, the
PC broadcastssuperpollframe which contains the list of stations to be polled after sending
the beacon. After receiving the superpoll, each station on the polling list transmits the data
frame in turn according to the polling order. However, if a polled station does not overhear
its predecessor’s transmission, then that station shall wait for the time interval allocated to it.
This approach implies that, in CFP, the data frame length must be fixed. On the other hand,
the PC will broadcast the CF-End to reset the network allocation vector (NAV) either after it
receives the transmission from the last station on the polling list or until the CFPMaxDuration
expires. Thus the SuperPoll protocol will face a disastrous risk: Once the PC has successfully
sent the beacon frame to set the NAV to lock out DCF-based access, but the superpoll frame
is lost due to channel errors, then the entire CFP will be nearly idle and completely wasted.
This is because, after broadcasting the superpoll, the PGtiallowed to get involved in
the PCF operation any more until the time to send the CF-End. The Multipoll protocol [27]
proposed by the IEEE 802.11 task group E is similar to SuperPoll, except that it introduces
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a TXOP transmission opportunijyfield in the superpoll frame to remove the restriction of
fixed data frame length. However, how to determine the appropriate TXOP value for each
admitted station is still an open issue [27, 49].

MAC protocols designed for QoS support shall provide priority schemes since we do not
hope that high-priority stations must contend fairly with low-priority stations for joining the
polling list. Although some priority MAC protocols [2, 22, 72, 73, 75] have been proposed
for WLANS, they are mainly geared towaad hocnetwork configurations. In IEEE 802.11
[48], prioritized access to the wireless medium is controlled through the use of different inter-
frame spacings (IFSs), such as SIFS (Shortest InterFrame Space), PIFS (Priority InterFrame
Space), and DIFS (Distributed InterFrame Space). However, the number of priority levels is
limited to the number of different IFSs. The authors in [22] proposed a priority DCF scheme
by modifying the backoff scheme so that higher-priority stations have a shorter backoff time.
However, this approach may encountearerity reversalphenomenon [72]: Since the con-
tention window is exponentially proportional to the number of retransmission attempts, a
high-priority backloggedstation may experience a longer backoff time than a low-priority
unbackloggedtation. In [2, 72, 75], varioublack-burst(BB) contention schemes are pro-
posed to provide multi-priority access in single-hop ad hoc networks. However, reference
[73] pointed out that the BB contention is not a regular scheme defined in the IEEE 802.11
standard, thus it is difficult to be overlaid on the current CSMA implementations.

MAC protocols designed for QoS support shall provide time-bounded reservation schemes
since we hope that real-time stations can promptly reserve the contention-free periodic ac-
cess right. The authors in [73] proposed the DBASE protocol to support multimedia traffic
in an ad hoc WLAN by mimicking the PCF operation in a distributed manner. During the
CP, real-time stations in DBASE employ thepersistent backoff scheme to compete for
joining the reservation list during the time interval between PIFS and DIFS. The DBASE
protocol assumes a small constant real-time contention window (3 slots) and a long period
of DIFS = SIFS + 5 x SlotTime, which may severely degrade the channel utilization. On
the other hand, collision resolution multiaccess strategies may be more suitable than collision
avoidance ones to serve as contention-based reservation schemes since the former can exploit
feedback information to resolve collisions algorithmically and aggressively, thus achieving
a better channel utilization both at low and high loads [5, 31, 72]. The authors in [72] mod-
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ified the randomized initialization protocol [59] to resolve real-time traffic contention based
on coin flipping. However, the collision resolution process [72] may never terminate due to
the nature of randomness. The CARMA protocol presented in [31] employs the determinis-
tic first-success tree-splitting algorithm to resolve collisions in bounded time. However, in
CARMA, a station can be added to the transmission queue (and thus reserve the floor) only
if that station successfully receives the CTS (clear-to-send) frame in the collision resolution
period. Hence the CARMA protocol is unsuitable for MAC-level broadcast traffic.

4.1.2 Our Contributions

IEEE 802.11 compliant products are currently popular on the market. However, all the above
mentioned QoS challenges pose a strong demand of redesigning IEEE 802.11 PCF method.
Accordingly, we will tailor the PCF operation so that our new protocol can coexist with the
DCF, while providing QoS guarantees to real-time multimedia applications. We name the
resulting protocoQ-PCF (Quality-of-service Point Coordination Function). The character-
istics of Q-PCF are as follows. (i) Q-PCF employs trendshakingechnique, instead of
using BB mechanism, to provide multiple priority levels and guarantee that high-priority
stations are always admitted to the polling list earlier than low-priority stations. (ii) Q-PCF
adopts the deterministic tree-splitting algorithm as the reservation mechanism so that real-
time stations can register with the PC in bounded time without relying on the (re)association.
In addition, Q-PCF employs th@ggybackechnique so that admitted stations can get off the
polling list easily and quickly without performing a reassociation. (iii) Q-PCF permits the
PC to poll all stations on the polling list at a time using a singldtipoll frame. Each polled
station can transmit a unicast, multicast, or broadcast data frame of variable length to any
other station(s) in the same cell without relying on the relay of the AP. During the polling
period, the PC are still able to retain control of the medium, when a polled station does not
respond, without leaving the medium idle foP#S period. By this way, we ensure that the
idling-CFP disaster will never occur. (iv) With centralized bandwidth management scheme,
Q-PCF providessolationamong admitted flows while utilizing bandwidth resources as ef-
ficiently as possible. More specifically, during the registration period, each real-time station

can declare its desired amount of guaranteed bandwidth in each CFP. The PC will collect
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the bandwidth requirement information and then dynamically allocates bandwidth such that,
during each polling period, the bandwidth demand of each admitted station can be satisfied
with high probability. Our bandwidth allocation scheme can be regarded as an enhancement
of DBASE [73] in that Q-PCF is capable of offeringr-flowprobabilistic performance as-
surances. (v) Since the length of the maximum CFP duration is limited, we integrate the
run-time admission contromechanism into the registration process such that the PC can
admit as many newly arriving flows as possible, while not violating already-admitted flows’
guarantees.

The remainder of this chapter is organized as follows. In Section 2, we describe the Q-
PCF protocol in detail. The approximate throughput of Q-PCF is analyzed in Section 3. In

Section 4, simulation results are demonstrated. The final conclusions are drawn in Section 5.

4.2 The Q-PCF Protocol

4.2.1 Network Model and Assumptions

Figure 4.1 illustrates the principal components of the infrastructure WLAN configuration.
The basic building block of the IEEE 802.11 network is t&dl, also known as théasic
service se(BSS. A BSS is typically composed of a central base station, known as an AP, and
a finite set of mobile stations. In IEEE 802.11 WLAN, the diameter of the basic service area
(BSA) of a BSS is considered only on the order of 100 feet [73]. Therefore, all stations within
the same BSS are able to communicate to each other directly. In real-world deployments,
different BSSs may partially overlap to arrange contiguous coverage within the extended
service area. When multiple point-coordinated BSSs are operating on the same channel in
overlapping area, the potential exists for collisions between Q-PCF transfer activities by the
independent PCs. We suggest that adjacent BSSs use different channels to avoid the potential
inter-cell co-channel interferences. Hence in this chapter, we can safely focus on the Q-PCF
operation only in a single cell WLAN configuration without worrying about the overlapping
BSSs problem.

In IEEE 802.11 [48], a station shall associate vathAP (or reassociate with a new AP)

to become a member of an infrastructure BSS. When the association request is granted, the
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Figure 4.1: Reference model for IEEE 802.11 infrastructure wireless netwB&&%. and
BSS, use different channels to prevent inter-cell interferences in overlapping space.

AP responds with a status code(ofsuccessful) and thassociate ID(AID). The AID is an

integer identifer used to logically identify the mobile station. The AP/PC can thus maintain

a list of finite stations associated within its BSS and updates it whenever a new station joins
or a station leaves the BSS. However, Q-PCF disable€HfollableandCF-Poll Request
subfields of theapacity informatiorfield in (re)association request frames. Instead, Q-PCF
provides a new tree-based reservation scheme so that real-time stations are able to get on/off

the polling list quickly and efficiently without relaying on the (re)association.

4.2.2 CFP Structure and Timing

The Q-PCF mechanism in our MAC layer architecture, as shown in Figure 4.2, is built on the
top of the CSMA/CA-based DCF to support real-time isochronous traffic. The DCF and Q-
PCF can coexist in a manner that permits both to operate concurrently within the same BSS.
In a BSS, the PC takes charge of bandwidth allocation and makes these two coordination
functions alternative, with a CFP (during which Q-PCF is active) followed by a CP (during
which DCF is active), which are together referred asiperframe

At the nominal start of the CFP, known as the TBTarget beacon transmission tile
the PC continuously monitors the channel and then seizes its control by transmitting a bea-
con frame after the PIFS medium idle time. One component of the beacon announcement
is the maximum duration of the CFEeFPMaxDuration Each mobile station receiving the
beacon shall update its NAV to the CFPMaxDuration. This NAV is used for preventing a



§4.2 The Q-PCF Protocol 72

Required for Real-Time
Isochronous Services |\

] . . Used for Contention Services
T Quality-of-service Point and Basis for Q-PCF
Coordination Function —
MAG (Q-PCF)
Extent
Distributed Coordination Function
(DCF)

Figure 4.2: The MAC layer architecture.

DCF-based station from taking control of the medium during the CFP. In Q-PCF, as depicted
in Figure 4.3, the CFP is further divided into three periods:pheritization period, thecol-

lision resolutionperiod, and theolling period. The first two periods are together called the
registrationperiod. During the prioritization period, the PC performs a series of handshakes
to guarantee that high-priority stations are always admitted to the polling list earlier than
low-priority stations. During the collision resolution period, the PC performs a determinis-
tic tree-splitting algorithm to probe which stations undergo the prioritization period desire to
join the polling list. During the polling period, the PC uses a single multipoll frame to enable
each station on the polling list to send a data frame in turn according to the polling order.
After the end of the polling period, the PC broadcasts a CF-End to let all stations reset their
NAV and enter the CP.

Consistent with the IEEE 802.11 [48], the minimum length of the@B,,;,, is the time
required to transmit and acknowledge one maximum-sized MRNDA( protocol data unit
namely,CP,,;, = DIFS + T,,..mppu + SIFS + Tack, WhereT,yck is the time needed for
sending the ACK frame. The value of CFPMaxDuration shall be limited to allow coexistence
between DCF and Q-PCF traffic. So we h&#PMaxDuration = SF — CP,,,;,,, where SF
is the length of the superframe. On the other hand, it is possible for contention-based service
runs past the nominal start of the CFP (TBTT). In the case of a busy medium due to DCF
traffic, the CFP idoreshortenedind the beacon should be delayed for the time required to
complete the existing DCF frame exchange. Such a phenomenon isstadiathingand we
depict the stretching event in Figure 4.3. The length of the stretchingZimeay be up to
T, = Trrs + Tors + Tnasmepu + Tack + 3 x SIFS.
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Figure 4.3: Superframe structure and an example of foreshortened CFP.

Since the length of CFPMaxDuration is limited, the overrun of the registration process
may shorten the polling period, thus violating the quality of already-admitted connections.
Hence a run-time admission control is established to assist the PC in determining when
the registration period shall be terminated. Especially, when the polling list size reaches
saturation point (see subsection 4.2.7), the PC may directly dive into polling period at the
start of the CFP without first performing the registration procedure. An interesting phe-
nomenon in Q-PCF is that collisions may occur during the CFP. However, during the entire
CFP, associated stations can transmit frames only when they are allowed to do so by the PC.

Consequently, the PC can control these collisions effectively and without chaotic events.

4.2.3 Prioritization Procedure

In Q-PCF, priority levels are numbered from 0 with H denoting the highest priority

level. A frame with priority zero shall be sent via the DCF. An active station that lfilasva

with priority level ranging from 1 td7 has a chance to join the polling list. Note that a station

Is said aractivestation if it has traffic waiting to send. Besides, a flow is a continuous stream

of frames that have the same source, destination(s), priority level, and quality of service.
After broadcasting a beacon and waiting for a SIFS period, the PC sends the control

framePEy (priority enquiry) to invite active stations whose priority equalsdao reply the

PR (priority responsg frame. On receiving th® Ey frame, an active station with priority

level H shall acknowledge a PR frame after a SIFS period. At the end of the handshake, the

PC can obtain the ternary feedback information according to stations’ responses: (i) NULL:
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Figure 4.4: An example of the prioritization procedure. We assume that there are 16 asso-
ciated stations in a BSS. Stations 4, 6, 10, and 13 intend to join the polling list. In the first
round, the PC sends th& ; frame and no one responses. In the second round, only station
4 replies the PR frame and joins the polling list successfully. At the end of the third round
(handshake), the PC perceives a COLLISION event and then performs a collision resolution
procedure.

The PC does not receive any PR frames. (ii) SINGLE: The PC successfully receives a single
PR frame which contains the AID of the sender. That AID will be placed on the polling list.
(iif) COLLISION: This event occurs if the outcome of the handshake is neither NULL nor
SINGLE.

If the conclusion of the current handshake is NULL (SINGLE), the PC may proceed to
the next handshake by issuing th&;_; frame after an elapsed PIFS (SIFS). The prior-
ity probing process keeps running until the occurrence of a COLLISION, the delivery of
the PE; frame, or a failure in the run-time admission test (see subsection 4.2.7), whichever
comes first. Especially, once the PC recognizes a COLLISION event, it will send aedrE (
istration enquiry frame to announce the start of the collision resolution period. During the
collision resolution period, the PC executes the deterministic collision resolution procedure
to discover which active stations bring the COLLISION event. The prioritization operation
is essentially that of polling, with the PC polling each of the priority groups in a descending

order. The average overhead of the prioritization operation is expected to be low since the
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value of H is usually small. (Generallyi/ < 8. In our simulations, we sl = 2.). Itis
noteworthy that a lower priority station will be blocked if it has no chance to send out a PR
frame during the entire prioritization period. We could adoptagengpolicy [74] (As time
progresses, so does the priority of the flow.) to conquer the problem of indefinite blockage
or starvation.

The illustration in Figure 4.4 shows how the prioritization procedure works. From Fig-
ure 4, we can observe that, in Q-PCF, the synchronization among the PC and associated
stations is well controlled by using different interframe spaces. Actually, all Q-PCF trans-
missions during the CFP are separated only by the SIFS or the PIFS. Thus the PC can safe-
guard its control of the medium against DCF-based interference. Consistent with the IEEE
802.11 [48], we letPIFS = SIFS + SlotTime and DIFS = SIFS + 2 x SlotTime. As
per IEEE 802.11, the SIFS interval is equal to the sum of receiver radio frequency delay,
receiver PLCP (physical layer convergence procedure) delay, the MAC processing delay,
and the transceiver turnaround time. The SlotTime accounts for the carrier sensing time, the

transceiver turnaround time, the MAC processing delay, and the air propagation delay.

4.2.4 Collision Resolution Procedure

Once the prioritization period ends up with a COLLISION event, the PC will execute a col-
lision resolution algorithm to probe which contending stations intend to get on the polling
list. Theoretically, any collision resolution multiaccess strategy can be applied here as the
collision resolution process. The reasons for choosing the address-based tree-splitting algo-
rithm [5] are due to its simplicity, stability, and bounded collision resolution period. How-
ever, our protocol uses different interframe spaces to realize synchronous operations and
hence has no need for time slotting as prior MAC protocols based on collision resolution do
[5, 16, 42, 44, 59].

We assume that there aié mobile stations associated with the PC and each station is
assigned a unique associated ID (AD¥ ¥ = {0,1,--- , N — 1}. Every integer € X can
be represented by a binakytuples(axag_; - - - asay), wherea; € {0, 1} andk = [lg N|. We
writelg N = log, N (binary logarithm) andn N = log, NV (natural logarithm). Note that the
ith bit corresponds to thith dimension For example, leR = {0, 1,2, 3} = {00, 01, 10, 11}.
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Let{dy,ds,--- ,di} be the random permutation ¢f,2,---  k};
I+ k = [lg N'. Line 01 is used to ensure fairness with the tree-splitting
algorithm. For example, in Figure 4.6, we $ét, d, d3, dy) = (1,2,3,4). */
P:={0,1,--- N —1}; [lInitially, P contains all associated stations.
STACK :=(; // The PC maintains a local stack.
PUSH(1,0); /I The PC pushes the vectgr, 0) onto the stack.
while (STACK # 0) {
do{ (dim,value) :=POP(); [/l The PC popes a vector from its stack.
P =P o (dgim,vlaue); Il The PC updates the AddressPattern
} while (value == %)
/I This do-while loop helps the PC to avoid a pointless poll.
for (i :==dim+1; i <k; i++)
P :=Po(di,*); [l This forloop controls the level of the splitting tre
sendRE(h, P);
/x The PC sends an RE frame which contains the value of priority fevel
and the AddressPattef. «/
status := receiv§ RR(AID));
/x Upon reception of th&E(h, P) frame, the active station with priority
andAID e P shall acknowledge an RR frame including its AID. Then the &
updates the channel state varialletus according to received RR frames.
switch (status) {
caseSINGLE:
The PC places that AID on the polling list;
if (value ==0) PUSH(im, 1); break;
caseNULL:
if (value == 0){
PUSH(@im + 1, 0); PUSH(im, «); } break;
/ The PC pushes an alarm™onto the stack to avoid a pointless poll.

®
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20 caseCOLLISION:

21 if (value == 0)

22 PUSH(im, 1);

23 PUSH(@im + 1, 0); break; // To explore the next level subtreg.
24 }

25 }

Figure 4.5: The deterministic tree-splitting algorithm executed by the PC.

We can partition the set along the first dimension into two subsdt€)} = {00, 10} and
{x1} = {01, 11}, where %” means ‘tdon’t caré. Given a setP C X of binary strings,
the setP ¢ (dim,value) is defined by letting all th&im-th bit values of the strings if®

equal tovalue, wherel < dim < k andwvalue € {0,1}. For example, leP = {10*0}

and we haveP ¢ (3,1) = {11*0} = {1100,1110}. Besides,P ¢ (3,%) = {1**0} =

{1000, 1010, 1100, 1110}. Namely, we can regard" as the overwrite operator.

The basic idea of the tree-splitting algorithm is to use the stack to implenmebader
traversal of thedimension splitting tree Specifically, when a COLLISION occurs, the PC
splits the setP of stations involved in the collision into two subsef?, andP,, along a
dimensiondim. The PC first recursively resolves the collision®f, and then resolves
the collision of P, independently. Figure 4.5 specifies the tree-splitting algorithm written
in C-like language. We assume that the close of the prioritization period results from the
transmission of multiplé’R,, frames, wherd < h < H. During the collision resolution
period, the PC first popes a vectatim, value) from its local stack and updates the set of
binary strings AddressPatterrP, according to this popped vector. (See Figure 4.5, lines 05
to 10.) Then the PC sends the REdistration enquiry frame which contains the value of
h and the AddressPattef to invite active stations to reply the RRegistration responge
frame. Upon reception of thRE(h, P) frame, the active station with priority levél and
AID € P shall acknowledge an RR frame after a SIFS period. At the end of the handshake,
the PC pushes the proper vector(s) onto its local stack according to stations’ responses (SIN-
GLE/NULL/COLLISION). Especially, if the PC successfully receives a single RR frame
which contains the AID of the sender, then the PC will add that AID to the polling list. This
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Figure 4.6: This tree structure represents a particular pattern of NULLs, SINGLEs, COL-
LISIONSs resulting from a sequence of splitting. This figure also depicts the operations of
the collision resolution procedure and the contents of the stack before/after each RE/RR
handshake.

AID probing process keeps running until the emptiness of the stack or a failure in run-time
admission test (see subsection 4.2.7), whichever comes first.

Continuing the example in Figure 4.4, Figure 4.6 shows how the deterministic tree-
splitting procedure works. In the first round, the PC sends out the RE frameRvith
{***0 }, asking for responses. Since both the AIDs of stations 6 and 10 belong to the set
P, then they reply, and their replies collide. On recognizing the COLLISION event, the PC
halves the range dP (P = {**00}) and enquires again. This time, the PC will discover
a NULL event. However, it is pointless for the PC to further probe the rahge {**10}
since it is predictable to have a COLLISION. At the end of the third round (handshake), the
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PC correctly receives a single RR frame which containsAthie = 10 of the sender. The

PC then places thatID = 10 on the polling list. Continuing in this manner, the PC can
skip over large chunks of the address space that have no active stations. In the worst case,
when all stations are active and have the same priority level, this will result in doubling the
number of RE frames, as compared with roll-call polling. However, once real-time stations
get on the polling list, they will reserve the periodic access right and will not participate
in the contention resolution process again. When contending real-time traffic is not heavy,
tree-splitting algorithm is quite efficient [5, 31, 42, 44]. After five handshakes, stations 6,
10, 13 join the polling list; meanwhile, the stack becomes empty and then the PC broadcasts
an M-POLL (multi-poll) frame to announce the start of the polling period. The M-POLL
frame contains the polling list that consists of AlIDs of the stations which are going to be
polled in sequential order. Upon receipt of the M-POLL frame, each active station clearly
knows whether it has been successfully placed on the polling list. To ensure fairness with
the splitting algorithm, the sequence of dimensions the PC explores shall be randomized in
each collision resolution period. (See Figure 4.5, line 01.) In a nutshell, the tree-splitting
operation is essentially that of polling, with the PC systemically and adaptively controlling

the number of allowably contending stations to finally identify each active station.

4.2.5 Polling Procedure

At the beginning of the polling period, the PC issues an M-POLL frame to specify the ac-
cess order and the medium occupancy time (TXOP) for each polled station. Figure 4.8(b)
presents the format of the M-POLL frame suggested by the IEEE 802.11e task group [27].
The TXOP (transmission opportunity) subfield specifies the time duration during which the
polled station has the right to transmit. Tieeord counffield equals to the number of polled
stations. (We will describe how the PC dynamically assigns the value of TXOP for each
admitted station in the next subsection.) On receiving the M-POLL frame, each polled sta-
tion needs to monitor the channel activity and automatically initiates its transmission a SIFS
period after the end of the transmission of its predecessor in the polling order. Figure 4.7(a)
depicts how the polling procedure works. Clearly, if the PC has data to send, it can also add

its BSSID to the polling list. During the polling period, the time gap between two successive
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Figure 4.7: The left small table indicates that, during the registration period, station 4 de-
clares(D,, G4) = (800,800) and station 10 declaré®;,, Go) = (1100, 700), etc. Part (a)

shows that, at the start of the polling period, the PC broadcasts the M-POLL frame to spec-
ify the station transmission order and time, namgly, 800), (10, 900), (6, 600), (13, 800)).

Part (b) shows that, since station 10 does not react, the PC seizes the medium by sending
the M-POLL frame after an elapsed PIFS. Note that, in this case, the bandwidth demand of
station 13 is luckily satisfied.

transmissions is generally a SIFS period. However, as depicted in Figure 4.7(b), if a polled
station, sayAID = j, makes no response (due to station failure or the loss of its predeces-
sor’s frame), then the PC resumes sending the M-POLL frame which contains the remaining
members on polling list after an elapset+-S. This permits the PC to retain control of the
medium, thus ensuring that the idling-CFP disaster will never happen. It is worth pointing
out that, in Q-PCF, the PC will not remove that statjpfrom the polling list until its no-
response event has occurred fgrsayK = 3, consecutive superframes. During the polling
period, each polled station can send a unicast, multicast, or broadcast data frame of vari-
able length. Moreover, Q-PCF supports the direct station-to-station traffic transfer; namely,
each polled station can directly send an MPDU to neighboring station(s) without relying on
the relay of the AP. Figure 4.8(c) shows the MPDU frame format used in the CFP. Notice
that, in IEEE 802.11, the PC has an obligation to acknowledge the receipt of data received
from each polled station when performing the polling procedure. However, it is well known
that real-time services, such as voice and video, can tolerate a small arhidust §%) of

dropped frames without suffering a large quality degradation [73]. To strike the right balance
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between reliability and channel utilization, we considepational-ACKdesign for Q-PCF;
in other words, each polled station shall explicitly indicate whether it requires an ACK when
sending out an MPDU. In case the positive ACK is required but the MPDU was not properly
received at the destination, the source station will be able to retransmit that MPDU when it
is polled the next time. Figure 4.7 shows an example that all real-time stations require no
acknowledgements.

Once an admitted station finishes sending its real-time flow at the present polling period
and desires to tear down the connection, it shall setribee databit to O in theframe control
filed. When the PC receives this information, it will remove that station from the polling list.
By this way, each admitted station can easily and quickly get off the polling list without
performing a reassociation. (Note that IEEE 802.11 PCF [48] uses the more data bit in a
different way. Specifically, in PCF, if a station polled by the PC without sufficient time to
send its queued MPDU before the end of the CFP, it will respond with a Null frame and set
the more data bit to 1 to allow the PC to distinguish between an empty queue and a response
due to insufficient time to transfer an MPDU. However, such an unhappy event (insufficient

medium occupancy time) will never occur in Q-PCF. See subsections 4.2.6 and 4.2.7.)

4.2.6 Bandwidth Allocation Procedure

To receive performance assurance and make a reservation, an application (station) shall first
characterize the traffic flow that it will inject into the WLAN and specify its desired amount
of bandwidthg that the PC must guarantee in each polling period. During the delivery of
a continuous media stream, a real-time station may demand different amount of bandwidth
D in each polling period. Obviously, in case tlfat> G happens, the PC may not be able
to satisfy station’s bandwidth demand. Thus giveft £ < 1, each active real-time station
shall estimate the value gfthat satisfies the inequaliyr[D < G] > 1 — ¢, where the value
of ¢ reflects individual user’s QoS requirement.
For variable bit rate (VBR) traffic (e.g., video stream) with meaand variancer? of

the bit rate, we can obtain

1—¢ SF
gz(“” : >XCDR @
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using the one-sided Chebyshev inequality [63], where SF is the length of the superframe
and CDR is the channel data rate. In [1, 72, 73], the authors assume that VBR video traffic
follows the truncated exponential distribution with the minimum bit ratéhe peak bit rate

G, and the mean bit rate. In this case, the value ¢f can be expressed as

a—B SF
Q—[a—’yln(a—l—(l—g)ew )}xm, (4.2)
where~ is the solution of the following nonlinear equation
a=p
a—pxen
=9+ —m (4.3)

1— eaTiﬁ
Derivations of equations (4.2) and (4.3) are shown in Appendix C. Note that the value of
~ can be solved using numerical techniques. For example, the authors in [1, 72, 73] set
a=120K, g = 420 K, andp = 240 K; so we can get ~ 244 K. For constant bit rate
(CBR) traffic (e.g., audio stream) with bit rate we can assign

SFE
CDR’

In sum, each active real-time station shall declare its determined valdeusing the

G=pn(l-¢)x

(4.4)

PR or RR frame during the registration period. Expectably, the higher level of performance
warrant the mobile user desires, the larger valug dhe mobile station should request,

the more access fee the mobile user may be charged by the wireless service provider. The
PR/RR frame format is shown in Figure 4.8(a). Each real-time station usgsidhanteed
bandwidthfield and thedemanded bandwidtield, respectively, to inform the PC the value

of G and its bandwidth demand in the current CFP. Besides, as shown in Figure 4.8(c), each
polled station piggybacks thdemanded bandwidtteld with the MPDU to declare its re-
quired bandwidth in the next polling period. In what follows, we will present how the PC
dynamically allocates bandwidth to provide isolation among admitted flows while utilizing
bandwidth resources as efficiently as possible. The primary principle underlying the band-
width allocation procedure is that all flows with demands less than their declared amounts of
guaranteed bandwidth will be satisfied, while the unused CFP bandwidth will be allocated
according to the weighted fair sharing scheme for the remaining flows with demands larger
than their declared amounts of guaranteed bandwidth. The bandwidth allocation procedure

is formally presented below.
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(@ Octets: 2 2 6 2Dy 2 G 4
Frame Demanded | Guaranteed
PRRRrame | ool | AP | BSSID | Bandwicth | Bandwidth | 75
(b) Octets: 2 2 6 2 4 x RecordCount 4
M-POLL frame gra:nel Duration | BSSID lzecor? Poll Record (4 octets) FCS
ontra oun AID TXOP
(2) ()
©) Octets: 2 2 Py 6 6 6 2 0-23812 4
dataframe | Frame | Demanded Seq.
(usedin CFP) | Control | Bandwidth |A9% 1| Add-2|Add- 31~ | Payload | FCS
ToDS |FromDS| Add. 1| Add.2 Add. 3 Usage
1 DA BSSID SA AP-to-STA trafficinaBSS
0 BSSID SA DA STA-to-AP trafficin aBSS
0 DA SA BSSID STA-to-STA trafficin aBSS
(d) Octets: 2 2 6 2 3 4
REframe | "M g priority | RAB | BSSID | A, | AddressPattern | FCS
Control

Figure 4.8: The formats of Q-PCF frames.

Let £ = {A;, Ao, - -+, Ay} be the polling list, wherel; denotes the station withID =
A; and/ = | L] equals to the cardinality of the polling list. Lét;, andD,,, respectively, be
the guaranteed bandwidth and demanded bandwidth declared by stati@efore broad-
casting the M-POLL frame, the PC calculates the value

T = CFPMaxDuration — (T + PIFS + Theacon
+ SIFS + Tieg + Thi—porr + SIFS 4+ Top_gna), (4.5)

whereT,., is the length of the registration period. Note that the run-time admission control
scheme described in subsection 4.2.7 will ensure that each admitted stattan acquire

the medium occupancy time at leasin{D,,, G4,}. Hence the residual bandwiditS B

in the current CFP that can be fairly shared by those admitted stations whose demanded
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bandwidth exceeds its declared guaranteed bandwidth can be expressed as

Y4
RSB=T-Y <min{DAi, Ga}+ SIFs). (4.6)
=1

The PC then allocates bandwidiiXOP 4, to stationA; according to the following formula.

Da

7

min§ Dy,, Ga, + | RSB X Da; — Ga, if Da, > Ga,.
2pa 564, (Pay = Gay)

if Dy, <Ga,,
TXOP 4, =

4.7)
Take Figure 4.7(a) for examplg, = {A; =4, A, =10, A3=6, A, =13}, CDR = 11 Mbps,
Tyv-porLL = 24 us, Tor_gna = 15 us, SIFS = 10 us, andPIFS = 30 us; according to
equations (4.5), (4.6), and (4.7), we have= 3100 us, RSB = 300 us, TXOP4 = 800 pus,
TXOPg = 600 ps, TXOP1o = 700 + [300 x 15299 | = 900 s, andTXOP3 = 700 +
1300 X mo555) = 800 pus.

It is noteworthy that once a polled statieh) does not respond during the polling period,

the PC will recompute the residually sharable bandwigthB and retransmit the M-POLL
frame to announce the newly calculated TXOP values to the remaining members on polling
list. Besides, in the next polling period, the PC will reseif’eOP 4, = G4, for that station
A; since its demanded bandwidth is unknown while its QoS requirement still needs to be
guaranteed. Consider the example shown in Figure 4.7(b), since no response is heard from
station 10, the PC rebroadcasts the M-POLL frame after an elapsed PIFS and reports that
TXOPg = 600 s andTXOP3 = 900 us. Further, the PC will allocaté XOP, = 700 us

for station 10 in the next polling period.

4.2.7 Run-Time Admission Control

We now present how the run-time admission control operates in Q-PCF. Since the length
of CFPMaxDuration is limited, the PC shall persist in monitoring the bandwidth usage
and determine when to terminate the registration process in order not to violate bandwidth
guarantees made to already admitted stations. Conventional admission control approaches
[16, 21, 44] require that the mobile user proposes its QoS requirement when making a reser-

vation, and then the PC executes the admission test to decide whether to accept/reject that



§4.2 The Q-PCF Protocol 85

connection request according to available bandwidth resources. However, such a traditional
approach is not suitable for Q-PCF in that the reservation request/response frame exchange
failing the admission test simply wastes the scarce wireless bandwidth. Instead, Q-PCF
adopts thenobile-assisteddmission control scheme. During the registration period, the PC
evaluates the bandwidth capacity based on the bandwidth quota reserved for admitted sta-
tions and piggybacks the available bandwidth information with the PE/RE frame. Upon re-
ceipt of the PE/RE frame, active real-time stations take the admission test and check whether
remaining available bandwidth is sufficient to meet their QoS needs. Those who pass the
admission test can reply the PR/RR frames and report their QoS requirements; while those
who fail the admission test shall abort the contention in the remaining registration period
and wait for the next CFP. The benefit of this approach is that contending traffic may be
further reduced. The PC then decides whether to proceed to the next PE/PR or RE/RR hand-
shake according to received PR/RR frames. The following two principles guide the design

of Q-PCF admission control algorithm.

P1. The PC must make sure that the progress of the registration process will not affect the
default medium occupancy timeyin{D,,,G4,}, of each admitted statiod; € L
on the polling list. Recall that, after the end of the registration period, the PC will

recalculate TXOP values for all admitted stations via equations (4.5), (4.6), and (4.7).

P2. The PC must make sure that QoS requirements of all stations on the polling list will be
guaranteed even in the worst case scenario, thdk is; Cfs andD,, > G4, for all
A; e L.

We now introduce some notations used to facilitate the presentation of run-time admission

control algorithm.
e Let Ocrp denote the fixed overhead in a CFPLIE (), then we have

Ocrp = PIFS + Theacon + Ivi—porr, + Terp—gna + 2 x SIFS. (4.8)

e During the registration period, we let

Trr if the PC sends out the PE frame,
TRE if the PC sends out the RE frame.

0 =
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A CFPMaxDuration i CRin 4
TBTT PIFS SIFS SIFS SIFS
> SIFs § A, 3 =
~ "1 |8 | [TAdmitted stations | |
%MPDU ACK| |&@|sFs SIFs  SIFs =|| Transmissons | |O time
'a -
T, PE PR [/ ﬁ
> RAB : Default TXOP 4, for
- > min{Dy. ) . A
Stretching RELLZRR Dair9ai ] Lmitted station A,

Figure 4.9: Run-time admission control process and timing relationships befvéBrand
A,.

5 — Trr if the mobile replies the PR frame,
’ Trr if the mobile replies the RR frame.

¢ \We define two auxiliary variable&, andA, respectively, to assist the PC in verifying
whetherP1andP2 are always satisfied, where

A, = CFPMaxDuration —

A, el

and

A, = CFPMaxDuration — ﬁ + Ocrp + Z (SIFS + Gy,)

A;eL

(4.10)

Refer to Figure 4.9, Figure 4.10 specifies the admission control operations performed
cooperatively by the PC and all active real-time stations during the registration period. Note
that the RE frame format is shown in Figure 4.8(d).

4.3 Throughput Analysis

We follow the analytic model proposed in [30, 31] to evaluate the approximate throughput
of the Q-PCF protocol in a single-hop WLAN, which consists of an AP Anhdssociated
stations. We consider that there are merely real-time and non-real-time stations in a WLAN;
however, only the formers can get on the polling list. &t and N,,,; be the number of
real-time and non-real-time stations respectively, wh€re= 2™ and N,; + N, = N.

For ease of analysis, we assume that, at the start of each CFP, each non-admitted real-time
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After broadcasting the beacon, the PC compiigsA,, and the variable
RAB := A, — (61 + 62 + 3 x SIFS);
I+ The variableR AB denotes the remaining available bandwidth
if the PC proceeds to the next PE/PR or RE/RR handshdke.
while (A, > 0 and RAB > 0 and (registration process is not finished))
The PC sends the PE/RE frame and annoufihgsRAB);
/% On receiving the PE/RE frame, each active real-time stationAsay
takes the following admission test/.
if (Ga, <Ajandmin{Gy,,D4, } < RAB)
StationA,, replies the PR/RR frame and decla(@s,, , G, );
status := receivg PR or RR);
/x The PC updates the channel state variahi¢us according to
received PR/RR frames/
switch (status) {
caseSINGLE:
The PC places the real-time statidpon the polling list;
Ay =N, — (SIFS + Ga, + 228,
A=A, — (61 + 02 + min{Ga,, Da, } + 3 x SIFS + 25%); break;
/x Note that the length of the M-POLL frame will increase by 4 bytes
(32 bits) if a new real-time station is admittesl.
caseNULL:
A, = A, — (61 + SlotTime); break; // PIFS = SIFS + SlotTime.
caseCOLLISION:
A, = A, — (61 + 02 + 2 x SIFS); break;
¥
RAB := A, — (01 + 05 + 3 x SIFS);

Figure 4.10: The Q-PCF admission control algorithm.
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station has a probability of intending to join the polling list. Thus givelf| = ¢, we have

Pr[ There are active real-time stations at the beginning of CFP ]
. N’r‘ - g 3 _
= R[i,N,;y— (] = ( ti )p (1 —p)Nm=t, (4.11)

In what follows, we will derive the average length of the polling period, which starts from
the M-POLL frame and finishes before the CF-End frame (Refer to Figure 4.7). Sipce
finite, given: active real-time stations, the deterministic tree-splitting algorithm ensures that
the maximum length of the registration period is finite and its value only dependfs; @md
i. For simplicity, we consider a homogeneous CBR traffic scenario wilereD s, = Dy,

G = Ga, = Ga;, andD = G < Tevppu for all real-time stationsd;, A; € £ and
A, # A;. As aresult, the PC can allocate the same TXOP vdlyeo each polled station.
By exploiting equation (4.10), the maximum number of admitted stat'?o'msQ-PCF is
bounded by

-~ 1 , .
14 S \‘m (CFPM&XDHI&thH — TS - OCFP)J . (412)

Hence we tune the values 6and SF such that the following inequality always holds.
PIF'S + Tbeacon + SIFS + maX{Treg + Tpolling} + TCFfEnd S SF — (Cszn + fs) (413)

Note thatmax{7}e; + Tponing } 1S finite and its value only relies on the number of active real-
time stationsf, andN,.. In this way, the PC performs the run-time admission control during
the registration period to merely maintain the polling list size. In other words, if there are
already?stations on the polling list, the registration process will be skipped until at least one
admitted station get off the polling list. On the other hand, if there are bniy?admitted
stations, givern active real-time stations, the PC shall keep executing the collision resolution
procedure during the registration period until thm{?- ¢,i}-th SINGLE event occurs.

For each admitted real-time station, we assume that it will sojeusuperframes to
complete its entire flow transmission, whefes a geometric random variable with parameter
q, that is,Pr[S = s] = (1 — q)* !¢ for s = 1,2,---. Because of the memoryless property
of the geometric distribution, this assumption implies that each polled station will set more

data bit to O with probabilityy when transmitting an MPDU. GiveN,, and/, we define

: R[i, Ny — 1] if 0<i<l—1(—1,
Wi, Now = £] = . (4.14)
b RNy =] i l—0<i< Ny —L.
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Figure 4.11: Markov chain for the Q-PCF protocol.

The state transition diagram of the Markov chain is shown in Figure 4.11, where thestate
represents the stationary probability that therefastations on the polling list. Notice that
the number of admitted stations can increase u@)attner the end of the registration period,
but can decrease by up foafter the end of the polling period. Let; be the transition
probability from state to state; and X, be the state index in theth polling period. The

transition probabilities can be specified as
pij = Pr{Xin=j]X;=1i]

J .
3 ( i )qz‘—j+k(1 Wk Ny —i]  f0<j<i<?,

i—j+k
= N (4.15)
Z(Z)qkﬂ—Q)i_kW[j—iﬁLk,Nrt—i] if 0<i<j</.
k=0
Letm = [my, m, -, mp) be the stationary probability vector altl= | p; ; | be the transition

probability matrix. The balance equation for this Markov chainris= wP. From this,
together with the normalization condition th@fzo 7, = 1, we can obtain the vectar.
Accordingly, the average number of stations on the polling list is Zfzoé x . Let

T poning denote the expected length of the polling period. We have the following result.
Tpolling = (1 — Tp X R[O, Nrt]) X (TM_pQLL + SIFS) —}-Z X (D + SIFS) (416)

In what follows, we will derive the average length of the registration period, which starts
from thePE; frame and finishes before the M-POLL frame (Refer to Figures 4.4 and 4.6).
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During the registration period, the PC evenly splits the AddressPaRanvolved in the
collision along a predetermined dimension into two subsetsandP,. Note that|P;| =

|P2| = |P|/2. The PC first recursively resolves the collision7f, and then resolves the
collision of P, independently. Given active real-time stations, the notatio@$N,, i, k),
N(N,.,i,k), andS(N,, i, k) denote the average number of COLLISION steps (rounds),
number of NULL steps, and number of SINGLE steps, respectively, required to resolve
collisions until thek-th SINGLE event takes place, whete< k < i < N,;. Clearly,
S(N,.,1,k) = k regardless ofV,,. With each further splitting, the set of remaining possible
numbers in one of the new subsets is halved. The number of active stations in the left or right
subsets is according to a hyper-geometrical distribution. Based on derivations in [30, 31],
C(N,4,i, k) andN(N,,, i, k) can be expressed in the following recursive forms.

é(A]\]'7"15>Z.7 k)
< ()G
1+Zzﬂ(2m>ﬂ[c(2m_1,i—j,i—j) +6(2m—1,j,k—i+j)} if k>i— 7,
j;V (2m1)i(2m1) (417)
1+ Z o I L O™ i — g i — ) otherwise,
j=v

(%)

whereN,; = 2", v = max{0,7 — 2™}, andw = min{0, 2™ '}. Besides,

w 2mfl 2m71
) .
S I [N i i - )+ N Gk =i g)| i k> i,

N Novii k) = j=v (2;”)
( rty s )_ w (Q.m—'l) (2m'—1)
Y A X N i — i =) otherwise.
= ( 7 )
J

(4.18)
Notice that the actual values @f(N,,i, k) and N(N,, i, k) may be smaller than those
calculated by equations (4.17) and (4.18) in that our tree-splitting algorithm can intelligently
avoid some pointless polls (See Figure 4.5).

Let T, denote the expected length of the registration period. Giveready-admitted
stations and active real-time stationd,., equals the sum of the average number of SINGLE
steps times their duratian + d; + 2 x SIF'S, plus the average number of NULL steps times
their durationy; 4+ PIF'S, plus the average number of COLLISION steps times their duration
91 + 02 + 2 x SIFS until min{, 7 — ¢} SINGLE events are recognized by the PC. The sum of
all three portions has to be multiplied by the fract@f;é ¢, Which represents the fraction

of non-skipped registration periods. Note that it is possible to have skipping registration
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periods; however, there is no cost for skipping a registration period. Accordingly, we have

the foIIowing result.

reg Z?Tg X { Nrt — f] X ((51 + PIFS) + R[l,Nrt — f] X (61 + 52 + 2 X SIFS)

rté
+Z [i, Nyy — ] [(51+62+2><SIFS) % (C(Nyeyi, 0 — €) + S(Nyy, i, 0 — 1))

+ (6, + PIFS) x N(Nyy,i,0 — ﬁ)} } (4.19)

Let CP be the expected length of the contention (DCF) period. By exploiting equations
(4.16) and (4.19), we obtain

@ = SF — (PIFS + Tbeacon + SIFS + Treg + Tpolling + TCF—End)~ (420)

We are finally in the condition to determine the normalized system throughplgfined
as the fraction of time, during which the channel is being used to successfully transmit data
frames. LetSpor(V,,) be the normalized throughput of DCF in the presenc&/'gf non-
real-time stations and its value can be found in [6, 77]. When Q-PCF and DCF coexist in a

WLAN, we can expres§ as the ratio

E[time used for successful data transmission in a superffame
E[length of a superframe

o € X D—I— CP X SDCF( m«t)
_ - . (4.21)

S:

4.4 Performance Evaluation

We have developed event-driven simulators to verify the performance of Q-PCF and compare
our results to the PCF. Each simulation run was executed for a durativs of 108 us

in a single-hop wireless LAN with one AP arxd6 associated mobile stations. Table 4.1
summaries the system parameter values, which follow the IEEE 802.11 MAC specifications
for the direct sequence spread spectrum (DSSS) physical layer [48].

4.4.1 Traffic Models and Performance Metrics

The following three types of traffic are considered in our simulations.
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Table 4.1: System parameters used in the simulation.

Parameter Value
Channel bit rate 11 Mbps
Superframe length 25 ms
SIFS 10 wps
PIFS 30 ps
DIFS 50 s
SlotTime 20 ps
RTS frame length 20 bytes
CTS frame length 14 bytes
ACK frame length 14 bytes
CWmin 31 slots
CWmax 1023 slots
MAC header 24 bytes
PHY header 16 bytes
Reassociation Request frame length 38 bytes
Reassociation Response frame length 34 bytes
Beacon frame length 57 bytes
Null frame length 44 bytes
PE frame length 18 bytes
PR frame length 16 bytes
RE frame length 20 bytes
RR frame length 19 bytes
M-POLL frame length 16 + 4 x polling list size

CF-End frame length 20 bytes
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Table 4.2: Traffic parameter values for the CBR and VBR models.

CBR Traffic Parameter Value

Conversation length 180 sec
Principle talkspurt 1.00 sec
Principle silent gap 1.35 sec
Data bit rate (CBR) 64 Kbps

Maximum voice frame tolerable delay 25 ms

VBR Traffic Parameter Value
Peak bit rate 420 Kbps
Minimum bit rate 120 Kbps
Mean bit rate 240 Kbps
Mean state holding time 160 ms
Mean video call length 180 sec

Maximum video frame tolerable delay 50 ms

1) Data Traffic The arrival of data frames at each mobile station follows the Poisson
distribution with the mean valug. The data payload size is fixed 2812 bytes. Since the
data frame is quite large, each DCF-station shall employe the RTS/CTS exchange procedure
to transmit data frames.

2) CBR Voice Traffic The voice traffic is generally modelled as a two-state (ON/OFF)
Markov process with talkspurt and silent states. In the talkspurt state, the CBR station gen-
erates a continuous bit-stream; in the silent state, no voice frame will be generated. The
mean values for talkspurt duration and silent duration are 1.00 second and 1.35 second re-
spectively. Notice that, when measuring the Q-PCF capacity (maximum polling list size),
we will consider the always-ON model; that is, the silent duratidn Moice frames that can
not be transmitted within the maximum tolerable time will be dropped.

3) VBR Video Traffic The video traffic is modelled as a multi-state model where a state

generates a continuous bit stream for a certain holding duration [1, 73]. The bit rate values of
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different states are obtained from a truncated exponential distribution with a minimum and
a maximum bit rate values. The state holding time follows an exponential distribution with

the meanl60 ms. Video frames that can not be transmitted within the maximum tolerable

time will be dropped.

Table 4.2 summaries the traffic parameter values. We assume that voice traffic has the
highest priority since its maximum tolerable delay is minimum among all kinds of traffic.
The video traffic has the second highest priority, and the data traffic has the lowest priority.
For ease of exposition, we assume that each CBR (VBR) station selects the same value
of ecgr (evgr) and declares the same valuedfzr (Gver) during the registration period.
Moreover, in Q-PCF (PCF), real-time stations on the polling list are polled in a FCFS (round-
robin) fashion. Two performance metrics considered in the simulation study are defined as
follows.

1) Goodput The fraction of time devoted by real-time (CBR/VBR) stations and non-real-
time (DCF) stations to successfully transmit their pure payload. Note that goodput excludes
time lost to protocol overhead, collisions, and retransmissions [44].

2) Frame Delay Dropped Rat@gDDR): The FDDR is defined as the fraction of dropped

voice/video frames caused by violating the delay constraints.

4.4.2 Simulation Results

To verify the correctness of the run-time admission control scheme, we measure the Q-PCF
capacity (the maximum number of real-time stations that the PC can admit) under the pure
CBR/VBR traffic models through the simulation program and equation (4.12). For the pure
CBR (VBR) traffic scenario, we let the number of CBR (VBR) stations 150 (0) and the the
number of VBR (CBR) station 0 (150). Besidesgr = 0 andeygr = 0.5. In Figure
4.12(a), we can find that the maximum number of real-time stations admitted by Q-PCF
exactly reaches the theoretical upper bound derived by equation (4.12). When the value
of ecgr Of eypr Varies, Figures 4.14(b) and 4.15(b) indicate that, in Q-PCF, the maximum
polling list size also matches the theoretical upper bound exactly. These results justify the
superiority of the mobile-assisted admission control scheme. Recall that, in IEEE 802.11, all

communications in an infrastructure WLAN shall be relayed through the AP. This implies
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Figure 4.12: (a) The number of real-time stations admitted by the Q-PCF/PCF during the
entire simulation time. (b) Comparisons of the derived FDDR by Q-PCF and Q-PCF un-
der the pure CBR and VBR traffic environmentscfg = 0, eygg = 0.5, and\ = 0.1
frames/sec/DCF-station.)

that, in saturated condition, the optimal polling list size in PCF should be about half that
of the Q-PCF. Since PCF does not perform any admission control, the PC admits a large
number of real-time stations, which may be far beyond its capacity. In this case, several
real-time stations will not be polled during the entire CFP. As a result, the FDDR of PCF
is remarkably large. On the other hand, Figure 4.12(b) shows an interesting result that the
FDDR of Q-PCF is very close t6 evenesygg = 0.5. The reasons are as follows. Let
Dygr be a random variable that equals to the demanded bandwidth of each VBR station. By
definition, whereygr = 0.5, Gygr is themedianof Dygr [63]; that is,Pr[Dygr > Gver| =
Pr[Dyer < Gvpr]. Recall that Q-PCF bandwidth allocation scheme tries to allocate unused
bandwidth from those VBR stations whose bandwidth needs are lesgjthanto those
stations whose bandwidth needs are greater hat. Since the cardinalities of these two
sets are statistically equal, we can expect that, in this case, the FDDR is

To acquire contention-free services, we hope that real-time stations can promptly register
with the PC and the registration process should not be adversely affected by the low-priority
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Figure 4.13: The number of CBR/VBR stations admitted by the Q-PCF/PCF during the
entire simulation time under the different asynchronous data loagg (= 0 andeygr =
0.5.)

(DCF) stations. Since, in IEEE 802.11, the registration (reassociation) process relies on
DCF, we can find that, in Figure 4.13(a), the number of admitted real-time stations decreases
as the data load becomes heavier. However, in Figure 4.13(b), we observe that the number
of admitted real-time stations in Q-PCF is not affected by the behaviors of non-real-time
stations at all. This result justifies the creation of the registration period dedicated to real-
time stations.

Next, we explore the relationships amangyoodput, and FDDR for the Q-PCF protocol
under the pure CBR traffic condition. For CBR sources, we consider the always-ON model.
Figure 4.14(b) indicates that the number of admitted CBR stations is linearly proportional
to the value otcggr. This is expected since, according to equation (4.4), a laxggy will
lead to a smalle€-gr. As the value ofj-gr decreases, more CBR stations can be accom-
modated. Figure 4.14(a) shows that, whepg < 0.1, the goodput and FDDR increase
gradually as the value ofcgr increases. However, wherggr > 0.1, the FDDR rises
steeply and the goodput declines suddenly. This is because/gven, the protocol over-
head plus the total bandwidth demanded by all CBR stations in a CFP exceeds the system
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Figure 4.14: (a) The relationships amongg, goodput, and FDDR for Q-PCF under the
pure CBR traffic environment. (b) As the value 4fgr increases, so does the number of
admitted CBR stations(BR = 150, VBR = 0, and\ = 0.1 frames/sec/DCF-station.)

capacity (CFPMaxDuration). In this case, the value of FDDR naturally risessig mean-

while, the goodput plunges due to a rapid amount of dropped frames. Figure 4.15 depicts
the relationships among,gr, goodput, and FDDR under the pure VBR traffic condition.
We see that, as the value ofgr increases, so does the number of admitted VBR stations.
On the other hand, the FDDR increases and the goodput decreases\when 0.6. The
reasons are similar to those described above.

Finally, we examine the performance of Q-PCF and PCF under the heterogeneous traffic
scenarios. We let the number of CBR statidn8 and the number of VBR statiors$. In
addition,ecgr = 0.02 andesygr = 0.5. For CBR sources, we consider the ON-OFF model.
Figure 4.16(a) reveals that, whan> 1.9, the goodput of Q-PCF achieves nedys, while
the goodput of PCF is only arourd%. Figure 4.16(b) reveals that the FDDR of Q-PCF is
very close td) regardless of DCF traffic load; by contrast, the FDDR of PCF is 608 in
most situations. The results conclude that Q-PCF delivers high goodput and indeed provides

QoS guarantees for real-time multimedia applications.
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4.5 Summary

In this chapter, we have proposed a new novel polling-based MAC protocol, called Q-PCF,
which can coexist with the IEEE 802.11 DCF, while supporting real-time multimedia appli-
cations in an infrastructure WLAN. The Q-PCF protocol not only overcomes the entire draw-
backs of the IEEE 802.11 PCF but also possesses several distinctive characteristics. First, Q-
PCF adopts the handshaking technique to provide multiple priority levels and guarantees that
high-priority stations always get on the polling list earlier than low-priority stations. Second,
Q-PCF adopts the deterministic tree-splitting algorithm as the contention-based reservation
scheme such that real-time stations can register with the PC in bounded time. Third, Q-PCF
employs the multipoll technique to reduce the polling overheads and support directional data
transfer. In addition, Q-PCF guarantees that the idling-CFP disaster will never occur. Forth,
Q-PCF adopts dynamic bandwidth allocation scheme to support CBR/VBR transportation
and offer per-flow probabilistic performance assurances. Fifth, Q-PCF integrates the unique
mobile-assisted admission control process into the registration procedure so that the PC can
admit as many newly arriving flows as possible, while not violating already-admitted flows’
guarantees. Sixth, the performance of Q-PCF has been evaluated via both mathematical
analysis and simulation experiments. Simulation results do confirm that Q-PCF much out-
performs PCF both in terms of goodput and frame delay dropped rate even under the het-
erogeneous traffic scenarios. Last but not least, we believe that the Q-PCF protocol can be

easily applied to the present IEEE 802.11 compliant products without major modifications.



Chapter 5

Asynchronous Power Management

Protocols for Ad Hoc Networks

5.1 Introduction

With the evolutionary advancement of wireless technologies and the proliferation of portable
computers, the applications of the MANEM@bile ad hoc netwojkare getting more and
more important, especially in the emergency, military, entertainment, and outdoor business
environments, in which instant fixed infrastructure or centralized administration is difficult
or too expensive to install. However, the finite and nonrenewable battery power of mobile
stations represents one of the greatest limitations to the utility of MANETS. It is well known
that, due to technology limitations, the battery capacity will not be dramatically promoted
in the not-so-distant future. Therefore, it is essential to investigate power saving strategies
to prolong the lifetime of both individual nodes and the network. One way to reduce en-
ergy consumption is simply to use low-power hardware components. Another way is to
adopt software-controllable power management protocols that allow transceivers to be used
in energy conserving ways. One of the most common techniques to attain this goal is the
discontinuous receptiof64]; namely, battery power could be greatly saved by periodically
turning the radio off when not in use since the network interface may often be idle [26]. How-
ever, in such environments, it may take longer time to activate the link between power-saving

(PS, for short) neighbors. Definitely, a good power management protocol ought to minimize
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the power consumption without significantly deteriorating the connectivity or capacity of the

network.

5.1.1 Synchronous Power Management Protocols

In the literature, several power management protocols for wireless networks have been pro-
posed [9, 43, 48, 57, 64, 67, 68, 78]. The authors in [57] presented TDMA-based birthday
protocols for saving energy during the neighbor discovery phase in static wireless sensor
networks. The IEEE 802.11 MAC (medium access control) protocol [48] specifies different
power saving mechanisms for use within the infrastructure wireless LAN and the indepen-
dent basic service set (IBSS) respectively. In an IBSS (also known as a single-hop MANET),
all stations are within each other’s transmission range and time is divided into fixed-sized
beacon intervalsClock synchronization by periodic broadcast difemcorframe is required

to ensure that all PS stations wake up prior to dacfpet beacon transmission ting€BTT).

If a sender intends to transmit buffered frames to a destination station that is in a PS mode,
the sender should first announce a direcddoc traffic indication messag&TIM) frame

during theATIM window in which all PS stations are awake. Upon receipt of a directed
ATIM frame, the PS station shall acknowledge the ATIM frame and remain in the awake
state for the entire beacon interval. The PS station that neither transmitted nor received a
directed ATIM frame may return to th@ozestate at the end of the ATIM window. In the
doze state, the transceivers are powered down and stations are unable to transmit or receive.
Immediately following the ATIM window, the pending buffered frames should be sent us-
ing the conventional DCF (distributed coordination function) access procedure. Figure 5.1
illustrates an example of power management in an IEEE 802.11 ad hoc network. The more
complete and detailed explanation can be found in [48]. The authors in [81] discussed dif-
ferent aspects of power saving addressed in IEEE 802.11 and HYPERLAN standards. They
further showed that any fixed size of the ATIM window can not perform very well in all
situations. Hence the authors in [43] proposed several energy conserving optimization tech-
niques, called DPSM, for IEEE 802.11. In DPSM, each station in an IBSS can dynamically
tune its ATIM window size according to observed network conditions. Unfortunately, all the

above-mentioned protocols [43, 48, 57, 81] are only suitable for synchronous environments.
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Figure 5.1: Power management operation in an IBSS. A beacon frame is broadcasted after
each TBTT. All PS stations stay awake for the ATIM window as shown in the first beacon
interval, and go to sleep again if no frame is buffered for them. In the second beacon interval,
station Y announces a buffered data frame for station X using a directed ATIM frame. X
replies by sending an ATIM-ACK, and both X and Y remain active during the entire beacon
interval. After the ATIM window, Y sends the data frame, and X acknowledges its receipt.

5.1.2 Challenges

When designing power management protocols for a large-scale MANET, we will unavoid-

ably encounter three major challenges:

e Beacon contentianin IEEE 802.11 [48], every station has to periodically compete
with others to broadcast its beacon at around TBTT. Due to the absence of RTS/CTS
dialogue, the deficiency of backoff mechanism, and the lack of acknowledgement, the
beacon broadcast procedure defined by IEEE 802.11 is highly unreliable. Besides,
the higher the node density, the more serious the beacon contention and collisions.
As a result, the out of synchronization problem easily arises even in a small IBSS

configuration [38].

e Timing synchronizatianlt is extremely difficult (if not impossible) for all nodes to
keep synchronized at all times because of severe beacon contention, unpredictable
node mobility, and heavy traffic of timing information exchange. Although the Global
Positioning System (GPS) can simplify the synchronization problem, it is not neces-
sarily true that all future mobile stations will be equipped with GPS receivers. Once
stations get out of synchronization, then IEEE 802.11 power saving operation may
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Figure 5.2: Because of out of synchronization, PS stations, X and Y, are unable to receive
each other’s beacons or ATIM frames.

completely fail since PS neighbors may forever lose each other’s beacons or ATIM
frames. See Figure 5.2.

e Neighbor maintenanceFor an active station, it may be unaware of a PS station at
its neighborhood since a PS station will reduce its transmitting activity. For a PS
station, it may be unaware of a station at its neighborhood since its listening activity
is confined to the ATIM window. Besides, without a consistent common reference
clock, a PS station may wake up too late to hear neighbors’ signals. Such incorrect
neighbor information may be an obstacle to many existing protocols, such as zone
routing protocol [36] and neighbor coverage-based broadcasting protocol [79], whose
success relies on accurate neighbor table. To make matters worse, since PS stations do
not stand much chance of being detected, if some of them constittgdex cutset
whose removal will disconnect the network, thentireual network partitionproblem

[78] may arise.

Power management protocols introduced in [9, 64, 67, 68, 78] are asynchronous. The
authors in [64] proposed the PSPA protocol for reducing the power consumption of portable
stations operating in a mobile network witlhase statiorsupport. The base station will keep
on sending page messages whenever there are buffered packets. Each mobile station may
control its duty cycle relative to its current needs. The authors in [9] assume that a sleeping
station can be remotely activated by a wake-up signal usiegiate activated switcfRAS)
receiver. With the aid of RAS, stations can select different sleep patterns to enter various
sleep states depending on their battery status and quality of service. The authors in [67, 68]



§ 5.1 Introduction 104

Table 5.1: Comparison of power management protocols for ad hoc networks.

timing special hardware beacon
protocol synchronization support transmission
IEEE 802.11 [48] yes no not scalable
Birthday [57] yes no scalable
DPSM [43] yes no not scalable
PSPA [64] no base station not handled
Chiasserinet al. [9] no remote activated switch not handled
STEM [67, 68] no dual transceivers not handled
Tsenget al. [78] no no not scalable
Ours no no scalable

presented the STEM protocol that trades power savings for path setup latency in wireless
sensor networks, in which all stations are equipped withl transceivers Unfortunately,
these asynchronous protocols [9, 64, 67, 68] require special hardware support. In addition,

they did not take neighbor maintenance into consideration.

5.1.3 Our Contributions

Currently, IEEE 802.11 compliant interface cards are greatly popular. However, three above-
mentioned challenges pose a strong demand of redesigning IEEE 802.11 power saving mech-
anism for asynchronous MANETS, in which the clock difference between any pair of stations
ranges from zero to any large bounded number. Accordingly, we will make minor modifi-
cations to IEEE 802.11 so that our new protocols have the following characteristics. (i) The
delivery of a beacon frame is relatively reliable and insensitive to the nodal density, thus
alleviating the beacon contention problem substantially. (ii) Our protocols achieve energy
conservation and flexible neighbor maintenance in an integrated manner. Precisely, given
a predefined numbeér < ¢ < 1, our solutions carefully arrange the awake/sleep patterns
such that any two PS neighbors, regardless of their clock difference, are able to discover
each other in finite tim&@ with high probabilityl — <. (iii) The mechanisms for delivering
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data frames to PS stations have no need to rely on clock synchronization or any special hard-
ware support. More specifically, in our protocols, each PS station piggybacks its timestamp
and awake/sleep pattern with the beacon frame. Once station X received a beacon from PS
station Y, X is capable of predicting the timing of the Y’s ATIM windows via their clock
difference and Y’s awake/sleep pattern. By this way, buffered frames destined for PS station
Y will be eventually delivered.

Recently, based on IEEE 802.11, three asynchronous power saving protocols for a multi-
hop MANET have been proposed in [78], whose work is the most relevant to ours. Compared
with their protocols, two major distinctive contributions are described as follows. (i) While
the beacon contention problem is completely ignored in [78]; in this chapter, we borrow the
idea from the design of HYPERLAN [2] to propose a hew backoff mechanism such that the
probability of successfubroadcastof a beacon frame is drastically boosted. While some
modified backoff algorithms have been designed for achieving maximum throughput [7]
or real-time transmissions [22]; our backoff scheme is specifically geared towards scalable
beacon broadcast. While some proposed MAC-level broadcast protocols are based on black
burst signals [2] or handshaking [18], which are not regular schemes defined in IEEE 802.11;
our scalable beacon broadcast protocol is completely compatible with IEEE 802.11. (ii)
In this chapter, we design three randomized asynchronous power management protocols,
calledrandomized coterie-basedaive cyclic finite projective plane-basé@FPP-based)
andinterleaving CFPP-basegdrotocols. In contrast with deterministic approaches [78], our
randomized schemes achieve additional energy saving gains in neighbor maintenance by
also exploiting theaccuracydimension. Namely, our protocols may fail to discover a link
which joins two PS stations; however, such a neighbor discovery loss can be bounded to any
predefined small number. Intuitively, the higher the neighbor discovery probability, the
more battery power the protocol may consume. In a nutshell, our protocols can offer the
network designers full flexibility in trading energy, latency, and accuracy versus each other
by appropriately setting and7 . Especially, the CFPP-based protocol always guarantees a
100% neighbor discovery probability even though it is a randomized algorithm. Above all,
we obtain a nearly5% reduction inradio active ratio(which will be defined in Section 5.3)
for the CFPP-based protocol as compared with the most energy conserving protocol in [78].

The remainder of this chapter is organized as follows. In Section 2, the new backoff
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mechanism for scalable beacon transmission is proposed and analyzed. In Section 3, we
present and analyze three randomized asynchronous power management protocols, in which
flexible neighbor maintenance is also realized. The directed frame transfer procedure based
on our power saving mechanisms is presented in Section 4. In Section 5, simulation experi-

ments are conducted to evaluate the proposed protocols. Section 5 demonstrates simulation

results and Section 6 concludes this chapter.

5.2 Scalable Beacon Transmission

5.2.1 General Structure of the Beacon Interval

In mobile ad hoc networks, the beacon frame plays an important role in neighbor mainte-
nance. Periodically, a station should advertise its presence to its neighbors by broadcasting
a beacon frame. On the other hand, a station should maintain its up-to-date neighbor table
according to its newly received beacons. In IEEE 802.11, every station prepares to transmit
a beacon frame at each TBTT. To avoid collisions among beacons, each station calculates
a random delay uniformly distributed in the range between 0@nd (contention windoy

before sending out its beacon. If a beacon arrives before the random delay timer has expired,
the pending beacon transmission should be cancelled [48]. Because of the cancellation of the
beacon transmission, the chance for the PS station to announce its existence is significantly
reduced. Hence the authors in [78] modified the IEEE 802.11 so each station shall persist
in explicitly sending its beacon during the ATIM window even others’ beacons have been
heard. Following this principle, we design and show the new general structure of a beacon
interval in Figure 5.3. As the Figure 5.3(a) indicates, time is divided into fixed-sized beacon
intervals. Each beacon interval includes four windows, nabeston windowATIM win-

dow, data window andactive window During the beacon window, multiple beacon frames

are allowed and every station should broadcast its beacon via our proposed beacon transfer
procedure. During the active window, a PS station should turn its radio on and take proper
actions as usual. The ATIM window is responsible for ATIM related traffic and the data
window is responsible for data traffic. Excluding these windows, a PS station that does not

have any traffic to send or receive may enter the doze state.
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Figure 5.3: (a) The general structure of the beacon interval. (b) Beacon transfer procedure.
(c) An example of beacon transmission and the stretching event.

5.2.2 Beacon Transfer Procedure

In IEEE 802.11 [48], after each TBTT, all stations contending for the beacon transmission
immediatelydive into the random backoff stage when the medium becomes idle. However,
in our implementations, as shown in Figure 5.3(b), every station should first wait for the du-
ration of Tirs = PIF'S (Priority InterFrame Space) before performing the backoff procedure.
The design considerations for settifigs are described as follows. (i) Claiffirs < DIFS.
Varying interframe spaces including SIFS (Short InterFrame Space), PIFS, and DIFS (Dis-
tributed InterFrame Space) are defined in IEEE 802.11 to provide different priority levels
for different types of frames. Besides, SIKSPIFS < DIFS. We argue that the beacon
management frame should take priority over the data frame. (ii) Claign> SIF'S. Due to

a busy medium, the strict start of the beacon window may begin later than the nominal start
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of the beacon window. Such a phenomenon is cadtegtchingand we show the stretching
event in Figure 5.3(c). After TBTT, if a PS station unaware of the NAV (network allocation
vector) set during the previous beacon interval selects the zero backoff time and transmits a
beacon frame immediately after the medium becomes idle, then that beacon frame may de-
stroy an on-going stretching directed data frame transmission, which includes the associated
ACK and the intervenin®IFS Therefore, we sétirs = PIFS to avoid such an undesired
event.

After the PIFS medium idle time, the station shall then generate a random backoff period
SlotTime x B, 0 < B < CW, for an additional deferral time before transmitting a beacon.
Definitely, the station choosing the smallest backoff time among the competitors will seize
the medium. If conforming to the IEEE 802.11 conventional appro&cWijll be a random
variable withdiscrete uniforndistribution over the seft0, 1,2, ..., CW}, and we have

1

PriB =t = ey

0<b<CW. (5.1)

However, in our proposed schenigjs areverse truncated geometniandom variable with
parameter, 0 < g < 1. And we assign
¢V if b=0,

Pr[B =1b] = (5.2)
(1—q)g"-° if1<b<CW.

5.2.3 Analysis of Beacon Contention

We follow the analytic model proposed in [2, 38] to compare our beacon transfer procedure
with the IEEE 802.11 approach on the success probability of a beacon transmission. This
metric is our chief concern since there is no MAC-level recovery on beacon frames [48]. For
tractability and ease of analysis, we only consider the IBSS configurationnwgtations.
Moreover, we assume that the channel introduces no errors, so frame collisions are the only
source of errors. A beacon transmission is considered successful if it encounters no collision.
After TBTT and an elapsed PIFS, each statiph < ¢ < m, independently generates a
random backoff time#; for beacon transmission, wheffefollows the reverse truncated ge-
ometric distribution. Let’;|m] be the probability that at least one of thestations succeeds
in beacon transmission by using the scalable beacon transfer procedure. e, then
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the event that there is a successful beacon transmission in the contention Windoiw| if
and only if (i) exactlyonestation transmits in slat, for some0 < j < CW — 1, and (ii) all

other stations are scheduled to transafiiér slot j. Thus, we have

cw-—-1

Folml = Z <T) Pr(B = j] (Pr[B > j])’“
= <71n) X {PI[B = 0] (Pr[B > 0]>m_1 + Cilﬂ — @)1 — qCW—j)m—l}
: <T) ’ {ch(l e cfl(l — g’ (1 - qj)m_l} - (5.3)

To compare with the IEEE 802.11 approach, let us consider the case that the backoff
timer of each statiom3; is independently sampled from a discrete uniform distribution over
the set{0, 1, ..., CW}. Under the circumstances, let aig[m] denote the probability that

one of them stations succeeds in beacon transmission. By the similar way, we have

Pam) = S (7 )Ptz = (i > 1)

J=0

CWwW—-1 . m—1
_m CW —j
COW+1 2 (CW+1> ' (-4)

=0

For the standard value 6flW" = 31, the functions’; m] and B, [m] are plotted in Figure
5.4 for various values afi. The data points on the curves are generated by simulations. We
can see that, whep = 0.8, Pg[m] is very close to 0.9 and decreases very slowly with an
increasing number of contending stations. On the contfaylyn] drops sharply and rapidly
as the number of competing stations increases. The results do confirm that, in contrast with
IEEE 802.11, our scheme delivers a more scalable and reliable performance, thus relieving

the beacon contention problem remarkably.

5.3 Neighbor Maintenance in PS Mode

In this section, we present three randomized power management protocols, which allow sta-
tions operating in a PS mode to save a great deal of energy by periodically entering the doze

state, while also allowing PS stations a high probability of discovering their neighbors in an
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Figure 5.4: Success probability of a beacon transmission versus number of contending sta-
tions.

asynchronous MANET. Each of these protocols has a different awake/sleep pattern for PS
stations. In other words, the structure of a beacon interval may vary for different protocols.
Note that all stations are assumed to have the same clock rate. Besides, in all our settings, the
lengths of the beacon window and ATIM window remain constant in every beacon interval.

The notations used to facilitate the forthcoming presentation are listed below.

e BI: the length of a beacon interval

BW': the length of a beacon window

AW the length of an ATIM window

DW: the length of a data window

actW': the length of an active window

5.3.1 Randomized Coterie-Based Protocol

We design two types of beacon intervals for this protocol; one idulg-awakebeacon
interval, and the other is thilly-sleepbeacon interval. The structures of these beacon

intervals are defined as follow.
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e Each fully-awake beacon interval starts with a beacon window followed by a data
window such thaBW + DW = actW = BI. During the fully-awake interval, a PS
station always stays awake. The purposes of the fully-awake beacon interval are (i)
for a PS station to discover all its neighbors by extending its listening duration to the
maximum, and (ii) for a PS station to announce its presence by trying to send out its
beacon during the beacon window. In IEEE 802.11, the purpose of the ATIM window
Is for a PS station to receive the notification that it should remain active after the end of
the ATIM window because there is pending data. Since a PS station always keeps its
transceiver on during the whole fully-awake beacon interval, the ATIM window thus

can be removed.

e Each fully-sleep beacon interval starts with an ATIM window. After the ATIM window
concludes, a PS station may enter the doze state. That is, wélBet= actIV.
The purpose of the fully-sleep beacon interval is for a PS station to reduce its energy

consumption by condensing its listening activity to the minimum.

Take Figure 5.5 for example, for PS station X, Oth, 1st, 2nd, and 9th beacon intervals are
fully-awake while the remaining beacon intervals are fully-sleep. We can find that, for a
PS station, the fully-awake beacon intervals take on the burden of announcing its presence
and detecting the existence of neighbors. As a result, the chance for two PS neighbors to
discover each other relies on the overlaps of their fully-awake beacon intervals. With the
intersection property, aoteriesystem [34] is expected to be a powerful tool in developing

power management protocols. The definition of a coterie [34] is formally given below.

Definition 5.3.1. Let U be the universe set of finite objects. A collection of subsgim{
rumg £ = {L4,...,L,}, whereL; C U, is called acoterieif and only if (i) For any two
quorumsL; andL; in £, L; N L; # . (ii) There are no two quorums; andL; in £ such
thatZ; C L;.

Example 5.3.1.A special kind of coteries, called ttimite projective planéFPP, for short),
can be obtained by letting = {0, 1,--- ,12} andL = {L,={0,1,2,9}, L, ={0, 3,6, 10},
L,={0,4,8,11}, Ls={0,5,7,12}, Ly, ={3,4,5,9}, L ={1,4,7,10}, Lg={1,5,6, 11}, L,
={1,3,8,12}, Ls={6,7,8,9}, Ly={2,5,8,10}, L19={2,3,7,11}, L1, ={2,4,6,12}, L1,
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Figure 5.5: A snapshot of the worst case scenario for FPP-based protocol.

={9,10,11,12}}. Itis easy to verify thatl; N L; # 0 andL; ¢ L; for all « # j and

0 < 1,j < 12. Although the coterie techniques have been widely used in distributed sys-
tems [34, 53], such as mutual exclusion and data replication, a coterie without any proper
modifications may not be directly applicable to the power management protocols especially
in asynchronous environments. For instance, let us consider an FPP-based power manage-
ment protocol which formally works as follows. When a station decides to switch to the PS
mode, it randomly selects a quorulm from £ as the set of fully-awake beacon intervals
within a pattern repetition intervét, whereR is a global parameter. The remaining beacon
intervals are all fully-sleep beacon intervals. Tgadtern repetition intervals defined as the
consecutiveR beacon intervals that comprise some different awake/sleep patterns repeat at
regular intervals. Figure 5.5 shows an example of the FPP-based protocol, in which station
X choosegjth beacon intervals, for ajl € L,={0, 1, 2,9}, as its fully-awake beacon inter-

vals from a pattern repetition interv& (13 consecutive beacon intervals); while station Y
selects beacon intervals iy, = {3, 4, 5,9} as its fully-awake beacon intervals. Obviously,
when two PS neighbors, X and Y, are perfectly synchronized, i.e., their clock difference
AT = 0, they may discover each other in the 9th beacon interval sinae L, = {9}.
However, as shown in Figure 5.5, if X's clock is ahead of Y’s clock®¥ + At, where
max{BW, AW} < At < BI —max{BW, AW}, then they forever lose each other’s beacon

frames.

To mitigate the asynchronism problem, we relax the nonempty intersection property and
introduce a randomized coterie, in which every two distinct quorums intersect with high
probability. The randomized coterie is in essence a special case of the probabilistic quorum

systems [53]. The randomized coterie-based power management protocol operates formally
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as follows. When a station switches to the PS mode, it seleb&sacon intervals randomly

and uniformly from a pattern repetition intervidlas the set of fully-awake beacon intervals,
while the remaining beacon intervals are all fully-sleep beacon intervals. With appropriately
setting parameter® andk, this simple yet novel approach guarantees that, even in an asyn-
chronous environment, the fully-awake beacon intervals of two PS neighbors overlap with
high probability. The more precise result is given in the following theorem. Moreover, via

Corollary 5.3.1, we demonstrate the power of the randomized coterie-based protocol.

Theorem 5.3.1.In the randomized coterie-based protocol, if no collisions in beacon re-
ception, then the probability’[R, k| that any two PS neighbors, regardless of their clock
difference, are able to discover each other within a pattern repetition interval is given below.

P[R,k] =1 if |2]+1<k<R,

PR >1— (E)(R;’“H((z))((g)‘f)(R;’Tl) 1< k< B (5.5)

Proof. Inthe randomized coterie-based protocol, the chance for two PS neighbors, X and Y,

to discover each other relies on the overlaps of their fully-awake beacon intervals. By using
the well-known pigeonhole principle, it is easy to verify tiiR, k] = 1 whenk > L%J +1.

Now, let us consider the case thiat< | X |. Without loss of generality, we can assume
that the worst case scenario (refer to Figure 5.5) occurs when X’s clock is faster than Y’s
clock by AT = h x BI + At, wheremax{BW, AW} < At < BI — max{BW, AW}
andh > 0 is an integer. In the following derivation, we use X’s clock as a reference clock
to derive Y’s clock. Note that other cases can be derived via the similar way. We define
i©h =1i—h mod R. Thus X can receive Y’s beacons within a pattern repetition interval if
and only if both(i), and(: & h)., are fully-awake beacon intervals, for some i < R —1,
where(i), denotes théth beacon interval in X’s pattern repetition interval. Let us denote by
X « Y the event that X hears the beacons issued from Y within a pattern repetition interval.
And we have (R) (Rik)

PriX «— Y] =1— A k2 (5.6)
() (&)

On the other hand, X’s beacons can be received by station Y during a pattern repetition
interval if and only if bothj) and(j & (h + 1)) are fully-awake beacon intervals for some
0<j<R-1. Letusdenote bX — Y (X 4AY) the event that Y can (cannot) receive X’s
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Figure 5.6: The event that, during a pattern repetition interval, X can receive Y’s beacons,
while Y cannot receive X’'s beacons.

beacons during a pattern repetition interval. By exploiting conditional probabiliigs, k|

can be expressed as

PRE| = Pri(X—=Y)N(X<—Y)] = PriIX =YX < Y] x Pr[X « Y]
- (1 CPrX AY[X Y]) x Pr[X « Y]. (5.7)

In what follows, we derive the probabilifyr[X 4Y|X < Y]. The evenX « Y can oc-
curin any of (%) (%) — (%) (*.*) possible ways. Given that the evéfit— Y has occurred,
we want to determine the number of possible outcomes in which the BvenY also hap-
pens. First, there ar(éf) ways for station X to arbitrarily select a fully-awake beacon inter-
val, say(i)y. In order to guarantee that X can hear Y’s beacons, Y must chgesé).. as
its fully-awake beacon interval. At this moment, X cannot se{éet 1), as the fully-awake
beacon interval, otherwise the evéht— Y will take place. Then station X ha(%jf) ways
to choose its remaining— 1 fully-awake beacon intervals from a pattern repetition interval,
excluding(i) and(i + 1),.. We label thesé& — 1 beacon interval$l; ), ((2)«, - .., (Cr—1)x
respectively, as illustrated in Figure 5.6. To avoid the event: Y, station Y is forbidden
to choosgl; © (h+ 1))y, ((2 & (h+ 1))y, ..., (ls—1 © (h+1))y. As aresult, Y has only
(R,;fl’ 1) ways to select its remaining— 1 fully-awake beacon intervals. However, we may
not obviate the possibility of counting the redundant outcomes. Thus, we have

PriX AY|X « Y] < (71%) (7’3:12) (R’j;l) . (5.8)
OISR GIGY
By substituting (5.6) and (5.8) in (5.7), we can derive the inequality (5.5). O

Corollary 5.3.1. In the randomized coterie-based protocol, if every PS station randomly

selectssv/R fully-awake beacon intervals from a pattern repetition inteRalwherel <
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3 < YR, then we have
P[R,BVR] >1— (14 %) . (5.9)

For exampleP[R, V3R] > 0.801, P[R, 2V R] > 0.908, andP[R, 3v'R| > 0.999.
Proof. See Appendix A. O

Remark 5.3.1. The choice ofR and k demands the tradeoff among power consumption,
neighbor discovery probability, and neighbor discovery time. For instance, by Corollary
5.3.1, we can obtai#[10000, 300] > 0.999. This means that each PS station can be awake
only about3% of the time, yet it can discover neighbors with probability at |€#59%.
However, if we require that neighbor discovery probability must@#%, then, by Theorem

5.3.1, each PS station should stay awake at lg#stof the time. This implies that, in the
randomized coterie-based protocol, if we can tolerate a little more neighbor discovery loss,
then we can earn a significant energy saving. We defer the power consumption analysis
until subsection 5.3.3. If the designer demands the probability that a PS neighbor can be
discovered within the duratigh > R shall be at least — ¢, then the value oP[R, k] must

satisfy the following inequality.
%]

1 (1—13[73,@) >1-c.
Remark 5.3.2. To simplify our theoretical analysis and presentation, the assumption of
collision-free beacon reception is made only in this section. Obviously, collision is in-
evitable in any random-access networks. However, wheh At < BW, a high success
probability of a beacon delivery is guaranteed via scalable beacon transfer procedure; when
BW < At < BI— BW, the asynchronism is also of help in relieving the beacon contention.

In our simulations, we will remove this assumption.

5.3.2 Cyclic Finite Projective Plane-Based Protocols

Though the randomized coterie-based protocol is simple, flexible, and easy implementable,
it does not always guaranteel@)% neighbor discovery probability (especially whir
VR). In this subsection, on the basis of ttylic finite projective planewe propose new

randomized power saving protocols, in which a PS station is able to discover its neighbors
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with probability 1, while it sends beacon frames oflyR | times a pattern repetition interval

R. The finite projective plane (FPP, for short) [56] is formally defined as follows.

Definition 5.3.2. Let U be a finite set, and lef be a system of subsets@f The pair(U, £)

is called afinite projective planef it satisfies the following properties. (i) There exists a
4-element set’ C U such thatL; N F'| < 2 holds for each set; € L. (ii) Any two distinct
setsL;, L; € L intersect in exactly one element; i.eL; N L;| = 1. (iii) For any two distinct

elements.;, u; € U, there exists exactly one skt € £ such that,; € L, andu; € L.

An example of an FPP can be found in Example 5.3.1. The FPP is a finite analogy of
the so-called real projective plane (an extension of Euclidean plane and all elements are real
numbers) studied in geometry. Therefore(lif, £) is an FPP, we call the elements Gf
pointsand the sets of lines The following two theorems [56] are useful in the presentation

of our algorithms.

Theorem 5.3.2.Let (U, £) be an FPP. Then all its lines have the same number of points; i.e.,
|L;| = |L,| for any two linesL;, L, € L.

Accordingly, we can define therder of the FPP as the numbene lesghan the number

of points on each line; i.e|L;| — 1, whereL; € L.

Theorem 5.3.3.Let (U, £) be an FPP of ordet > 2. Then the following statements are
equivalent. (i) Every line contains + 1 points. (ii) Every point is on exactly + 1 lines.

(iii) There are exactly:? + n + 1 points inU. (iv) There are exactly®> +n + 1 lines in L.

However, as illustrated in Example 5.3.1, the FPP-based power management protocol
may fail when operating over asynchronous environments. Thus we call for the cyclic FPP
(CFPP for short).

Definition 5.3.3. Let R = n? + n+ 1 andU = {0,1,...,R — 1}. An FPP(U, £) of order
n is called acyclic FPPof ordern if and only if, for any lineL; = {¢y, ¢1,...,¢,} € £ and
an integer, the coset, & L, = {h + ¢; mod R |for all ¢; € L;} is also a line in_.

An example of the CFPP of order 2 can be obtained by letting {0,1,..., 6} and
£ = {LO - {0, 1,3}, L1 == {1,2,4}, L2 - {2,3,5}, Lg = {3,4,6}, L4 - {4,5,0}, L5 ==
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{5, 6, 1}, L6:{6,0,2}} 3 L0:{3,4,6} =Lz Land-3 & L0:{4,5,0} =Ls€ L.
The CFPP is in essence a special case of Abelian difference sets [55]. By Singer’s theorem
[55], we can conclude that if > 2 is a power of a prime, then there exists a CFPP of order

n. By Theorem 5.3.3 and Definition 5.3.3, we can obtain the following important corollary.

Corollary 5.3.2. Let (U, £) be a CFPP of ordet andR = n? + n + 1. Then for any two
linesL;, L; € L, (i) |L;| < [VR] and (i) (hy @ L;) N (hy © L;) # 0, for any two integers
hq andhg.

The naive CFPP-based randomized power management protocol operates formally as
follows. When a station switches to the PS mode, it selects alljin@ndomly from L
as the set of fully-awake beacon intervals within a pattern repetition int&yalhere the
paramete(U, £) is globally maintained. The remaining beacon intervals are all fully-sleep

beacon intervals. By enforcingll’ > BWW, we have the following theorem.

Theorem 5.3.4.The naive CFPP-based protocol guarantees that, giv&€n> BW and no
collisions in beacon reception, any two PS neighbors, regardless of their clock difference,

are able to discover each other in every pattern repetition interval.

Proof. We prove this theorem by showing that, given any two PS neighbors X and Y, at
least one X’s entire beacon window is fully covered by Y’s active windows during a pattern
repetition interval, and vice versa. We assume that X and Y randomly select thé Jiaesl
L, respectively from the same CFRP, £) as the set of their fully-awake beacon intervals
within a pattern repetition interval, afd = n? + n + 1. Without loss of generality, we can
assume that X’s clock is faster than Y’s clock &/" = h x BI + At, where0 < At < BI
andh > 0 is an integer. In the following derivation, we use X’s clock as a reference clock to
derive Y’s clock. Note that other cases can be derived by the similar way.

As illustrated in Figure 5.7, X can receive Y’s beacons within a pattern repetition interval
if and only if both (i), and (i © h) are fully-awake beacon intervals, for soifie< ; <
R — 1. SinceL, N {—h & L,} # 0 (by Corollary 5.3.2), there must exist an eleméstich
thati € L, andi € {—h & L,}. This implies that botHi), and (i & h),, are fully-awake
beacon intervals. On the other hand, X’s beacons can be received by Y if and only if both

(7)x and(j © (h + 1)) are fully-awake beacon intervals, for somec j < R — 1. Since
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pattern repetition interval = R beacon intervals
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Figure 5.7: The event that stations X and Y are able to discover each other within a pattern
repetition interval.

L.Nn{—(h+1)®& L,} # 0 (by Corollary 5.3.2), there must exist an elemgrguch that
j € L,andj € {—(h+ 1) & L,}. This implies that bothj), and(j © (h+ 1)) are

fully-awake beacon intervals. O

In what follows, we employ thenterleavingtechnique such that the power consumption
of the CFPP-based protocol can be further reduced. We design three types of beacon inter-
vals: theforward half-awakebeacon interval, thbackward half-awakéeacon interval, and
the fully-sleep beacon interval. The structures of the half-awake beacon intervals are defined

as follow.

e Each forward half-awake beacon interval starts with a beacon window followed by an
ATIM window. After the ATIM window finishes, a PS station may enter the doze state.
Importantly, we setctWW = BW + AW + DW > BW + BI/2.

e Each backward half-awake beacon interval starts with an ATIM window, but the active
window is terminated by a beacon window. After the active window ends, a PS station
may enter the doze state. Importantly, wesetV = AW + DW + BW > BW +
BI/2.

Note that we do not necessitate the assumptign > BW here any longer. The inter-
leaving CFPP-based randomized power management protocol operates formally as follows.
When a station switches to the PS mode, it selects alljmandomly from. as the set of
half-awake beacon intervals within a pattern repetition inteRialvhere the CFPRU, £) is
a global parameter. The remaining beacon intervals are all fully-sleep beacon intervals. It
is worth noticing that the sequences of pattern repetition intervals are alternatively labelled
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Figure 5.8: With the PS mode enabled, station X chooses thd.}line {0, 1,3} from the

CFPP of order 2 as the set of its half-awake beacon intervals. (a) The awake/sleep pattern
in a forward pattern repetition interval. (b) The awake/sleep pattern in a backward pattern
repetition interval. (c) The sequence of pattern repetition intervals.

asforward andbackwardpattern repetition intervals, as illustrated in Figure 5.8(c). During

the forward (backward) pattern repetition interval, all half-awake beacon intervals should be
forward (backward) half-awake beacon intervals. Figure 5.8(a) and (b) depict an example
where PS station X schedules its awake/sleep patterns according to the interleaving CFPP-
based protocol. Via the interleaving approach, we obtain a ng@¥yreduction in the radio

active ratio (which will be defined in the next subsection) as compared with the naive CFPP-

based protocol. The correctness of the interleaving CFPP-based protocol is given below.

Theorem 5.3.5.The interleaving CFPP-based protocol guarantees that, if no collisions occur
when receiving beacons, then any two PS neighbors, regardless of their clock difference, are

able to discover each other in every other pattern repetition interval.

Proof. See Appendix B. O

5.3.3 Power Consumption Analysis

Three yardsticks (beacon transmission ratio, radio active ratio, and neighbor discovery time)

have been proposed in [78] to judge the goodness of the power management protocols for
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Table 5.2: Comparison of power management protocols for an asynchronous MANET.

Beacon Radio active Neighbor
Protocol trans. ratio ratio discovery time
IEEE 802.11 [48] p(m) A 00
Grid quorum [78] 2VR-1 R (1 — L) (A RxBI
Randomized coterie % E | Rok(AW) SRABL
Naive CFPP ﬁ ﬁ + RfR\/Ta AW RxBI
Interleaving CFPP 7= som + o= (5F) + R_VR (AW) R x BI

ad hoc networksBeacon transmission ratimdicates the average number of beacons that

a station needs to transmit in a beacon intenfR&dio active ratiois defined as the ratio

of the total time that a PS station turns its radio on in a pattern repetition interval to the
length of the pattern repetition interval. Namely, radio active ratio denotes the proportion of
time in a beacon interval that a station needs to stay awake when operating in the PS mode.
Neighbor discovery timsignifies the average time duration that a PS station takes to detect
a neighboring station. Table 5.2 summarizes the characteristics of our proposed power man-
agement protocols and compares them to IEEE 802.11 and the most power conserving pro-
tocol (grid quorum-based protocol) in [78]. The beacon transmission ratio of IEEE 802.11,
p(m), is equal to the probability that a station sends out its beacon frame in a beacon inter-

val, wherem is the number of contending stations in a single-hop cluster. The approximate

value ofp(m) can be calculated as follows(m) = 7" Pr[B = j](Pr[B > j])" ' =
St (aw) (Cg;;ﬁl)mfl. The neighbor sensitivity of IEEE 802.11 is infinitely large

since any two PS neighbors never discover each other when their clock diffek@hsatis-
fies the inequality thak x BI + AW < AT < (h+ 1) x BI — AW, whereh > 0 is an
integer.

Through the formulas we derived in Table 5.2, the settirigsk) of our protocols can
be flexibly tuned at design time, positioning the network at the predictably desired oper-
ating point in the energy-delay-accuracy design space. Moreover, Table 5.2 reveals that
decreased radio active ratio generally comes with a penalty of increased neighbor sensitiv-
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ity. The authors in [52] argue that a good power management protocol ought to minimize

energyx delaymetric. We further argue that, under about the same bounded energy-delay
product, a power management protocol with a smaller ratio active ratio is more suitable for
energy-limited applications, in which the stations are subject to hard constraints on available
battery energy. Clearly, IEEE 802.11 performs poorly in an asynchronous MANET because
of its intolerably large neighbor sensitivity. Compared with the most energy-conserving pro-

tocol (grid quorum-based protocol) in [78], the interleaving CFPP-based protocol achieves
a nearly75% reduction in radio active ratio while keeping about the saatko active ra-

tio x neighbor discovery time

5.4 Data Frame Transfer Procedure

This section presents how a station sends a directed data frame to a PS neighbor. Since the
PS station is not always active, the sending station has to predict when the PS destination
will wake up; i.e., the timings of the receiver’s data windows or ATIM windows. To attain
this goal, each beacon frame should contain a MAC addrdseeatampawake/sleep pat-

tern bits and other management parameters. The timestamp records the current time of the
sending station and is used by a neighboring station to calculate their clock difference. At
mostR + 1 bits are sufficient for the PS station to convey its awake/sleep pattern. Take the
interleaving CFPP-based protocol for example, the first awake/sleep pattern bit can be used
for judging whether the current pattern repetition interval is forward or backward, and the
(7 + 1)th awake/sleep pattern bit can be used for telling whethefjthel )th beacon interval

is half-awake or fully-sleep, where < ;7 < R. Table 5.3 summarizes the timings of data
windows and ATIM windows in the proposed power management protocols, wheere
integers and > 0,1 < b < R—1. We assume that the PS station selects théfset. . | /,.}

({1, ..., lr_t}) as its awake (sleep) beacon intervals in a pattern repetition interval.

Our directed data frame transfer procedure is similar to [48, 78] and operates as follows.
Assume that station X is intending to send a data frame to the PS neighbor Y. Once X has
already received a beacon from Y, X can correctly predict Y's awake/sleep pattern according
to Y’s awake/sleep pattern bits and their clock difference. If Y’s current data window does

not expire, X can directly transmit a data frame to Y since Y is known to be active. Otherwise,
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Table 5.3: Timing of data/ATIM windows of the proposed power management protocols.

Protocol Data windows’s timing
Probability coterie-based [(aR + ¢;)BI + BW, (aR + {; + 1) BI]
Naive CFPP-based [(aR + ¢;)BI + BW, (aR + {; + 1) BI]

Interleaving CFPP-based
Forward awake interval  [(aR + ¢;)BI + BW + AW, (aR + ¢;) BI + actW]
Backward awake interval [(aR + ¢;)BI + AW, (aR + {;)BI + AW + DW/|

Protocol ATIM windows’s timing
Randomized coterie-based [(aR + 0;)BI, (aR + £;)BI + AW]
Naive CFPP-based [(aR + 6;)BI, (aR + £;)BI + AW]

Interleaving CFPP-based

Forward awake interval ~ [(aR + ¢;)BI + BW, (aR + ¢;) BI + BW + AW
Backward awake interval [(aR + ¢;)BI, (aR + ¢;) BI + AW|
Fully-sleep interval [(aR + 6;)BI, (aR + {;)BI + AW]

X should buffer the data frame and wait for the coming of Y’s ATIM or data windows.
During Y’s ATIM window, X sends a unicast ATIM frame to Y. Upon reception of X's
ATIM frame, Y shall reply an ATIM-ACK and remain active for the entire beacon interval.
After Y’s ATIM window concludes, X begins to transmit the buffered data frame and Y has

to acknowledge its receipt. Note that transmission of these frames except beacons shall be
done using the normal DCF access procedure. Recall that beacon frames are delivered by
our scalable beacon transfer procedure. A PS station that neither transmits nor receives an
ATIM frame during the ATIM window may enter the doze state after the end of the active

window.
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Table 5.4: Energy consumption parameters used in the simulations.

Parameter Value

Unicast send 420 + 1.9 x frame size (J)
Unicast receive 330 + 0.42 x frame size (J)
Broadcast send 250 + 1.9 x frame size (.J)
Broadcast receive 56 + 0.5 x frame size (J)
Idle 808 mW

Doze 27 mW

5.5 Performance Evaluation

5.5.1 Simulation Setup

We have developed event-driven simulators to evaluate the performance of the proposed
power management protocols and compare our results to the grid quorum-based protocol.
For the grid quorum-based and randomized coterie-based protocols, (& s¢t= (16, 7);

for the CFPP-based protocols, we 68t k) = (13,4). Each simulation run was executed

for a duration of3 x 107 us in a single-hop ad hoc network with 30 mobile stations. Note
that, in such a dense network, the out of synchronization phenomenon easily arises [38].
Hence we assume that the clock difference between any two stations ranges froto O
1000us. Initially, all stations are in the PS mode. However, once a PS station has data to
transmit, that station will switch to the active mode and remains awake until it successfully
sends out the pending frame or until it drops that frame when the DCF retry limit is reached.
We assume that the arrival of data frames from higher-layer to MAC sublayer at each PS
station follows the Poisson distribution with mean ratbetweern) ~ 10 frames/sec. The
energy consumption model shown in Table 5.4 adopts the specifications suggested in [26],
which are obtained by real experiments on Lucent WaveLAN IEEE 802.11b cards. Notice
that, when sending a frame of the same size, unicast consumes more energy than broadcast

since it requires extra cost to handle RTS, CTS, and ACK frames. The system parameter
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Table 5.5: System parameters used in the simulation.

Parameter Value
Channel bit rate 2 Mbps
Beacon window 10 ms
ATIM window 20 ms
Data frame size 2048 bytes
Beacon frame size 61 bytes
ATIM frame size 28 bytes

data/ATIM ACK frame size 14 bytes

values are summarized in Table 5.5.

5.5.2 Beacon Energy Consumption

From Table 5.4, we notice that the energy cost of beacon broadcast is relatively expensive
since its fixed cost (sen®50. receive:56.) is much greater than the incremental cost of
sending or receiving (send:9 x 61. receive:0.5x61.) In addition, the total cost of receiving
beacon is much greater than the cost of sending beacon since the simulated network is dense.
Hence we first evaluate the total beacon energy consumption during the entire simulation
time when using different power management protocols. Wa tet0.1. We can see from

Figure 5.9 that the beacon energy consumption decreases as the length of the beacon interval
increases. This is expected since the simulation time is fixed, a longer beacon interval length
means a fewer total number of fully/half-awake beacon intervals. We also observe that both
grid quorum-based (naive CFPP-based) protocol and randomized coterie-based (interleaving
CFPP-based) protocol have about the same beacon energy consumption. This is expected
since they have the same beacon transmission ratio. Figure 5.9 concludes that CFPP-based
protocols have smallest beacon energy consumption, which are subsequently followed by

the randomized coterie-based and grid quorum-based protocols.
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Figure 5.9: Beacon energy consumption versus the length of the beacon intared). 1(
frames/sec/station.)

5.5.3 Neighbor Discovery Time

Figure 5.10 reports the neighbor discovery time versus the beacon interval length when data
traffic load is fixed at\ = 0.1. As expected, the neighbor discovery time increases as the
beacon interval enlarges. However, the grid quorum-based and randomized coterie-based
protocols have smoother curves than CFPP-based protocols. Specifically, we find that the
neighbor discovery time of CFPP-based protocols grows suddenly and rapidly when the bea-
con interval changes froB00 ms to400 ms. The reasons are as follows. In an asynchronous
MANET, a PS station may not hear neighbors’ beacons because (i) beacon collisions occur,
or (ii) that PS station is sleeping when the beacon frame is broadcasting. Accidentally, when
beacon interval> 400 ms, the latter event occurs more frequently in CFPP-based proto-
cols. However, such events occur less frequently in the grid quorum-based and randomized
coterie-based protocols. This may be because they have double radio active ratio and their
fully-awake beacon intervals spread more uniformly in a pattern repetition interval. Accord-
ing to Figures 5.9 and 5.10, we suggest that the beacon interval could be set at¥bomd

since a longer beacon interval will gain a little more energy saving but may cause a marked
increase in neighbor discovery time. Although Figure 5.10 concludes that our protocols are
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Figure 5.10: Neighbor discovery time versus beacon interxak (.1 frames/sec/station.)

suitable in a lower mobility environment, the neighbor discovery time difference between
the grid quorum-based and interleaving CFPP-based protocol is only about 0.77 sec (when

beacon interval 300 ms).

5.5.4 Throughput

Since the data frame length is fixed, the throughput could be defined as the average number
of data frames successfully sent by all stations per second. Definitely, a good power man-
agement protocol ought to minimize the power consumption while not remarkably degrading
the throughput. Figure 5.11 compares the throughput performances of different power man-
agement protocols under various data load when beacon interval = 300 ms. We see that,
when\ < 4, CFPP-based protocols perform better than the randomized coterie-based pro-
tocol since the latter consumes larger overhead in beacon transmissions. However, when
A > 5, interleaving CFPP-based protocols perform worse than the randomized coterie-based
protocol since the former consumes larger overhead in ATIM/ATIM-ACK transmissions.

We also observe that as the data load increases, the throughput generally increases mono-
tonically and is finally saturated at a certain point. Compared with the grid quorum-based

protocol, which saturates at about= 4, the naive CFPP-based protocol saturates-at7.
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Figure 5.11: Throughput versus data traffic load. (Beacon interval = 300 ms.)

Also, the naive CFPP-based protocol can deliver a throughput at least 2 times that of the grid
guorum-based protocol when< X\ < 10. Although the grid quorum-based and randomized
coterie-based protocol have the same beacon transmission ratio and radio active ratio, the
gap between their throughput performances is quite large Wher < 10. This is mainly
because, in the grid quorum-based protocol, transmitting a data frame to a PS station re-
quires a prior ATIM/ATIM-ACK frame exchange; however, in the randomized coterie-based
protocol, if source station perceives that the PS destination is currently in the fully-awake
beacon interval, then it will directly issue the data frame via DCF without first performing an
ATIM/ATIM-ACK frame exchange. By this way, we can reduce a significant control frame
overheads especially when data load is heavy.

5.5.5 Energy-Based Throughput

The energy-based throughput is defined as the amount of successful data delivered per Joule
of energy. Itis obtained by dividing the total number of data frames successfully sent by total
energy consumption over all stations during the entire simulation time. Using the energy-

based throughput to judge the goodness of a power management protocol is much fairer than
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Figure 5.12: Energy-based throughput versus data traffic load. (Beacon interval = 300 ms.)

using the total energy consumption since some power management protocols may consume
very little energy, but also achieve very little throughput. Figure 5.12 shows the energy-
based throughput performances of different power management protocols under various data
load when beacon interval = 300 ms. Comparing Figure 5.11 and Figure 5.12, we find an
interesting phenomenon: the (time-based) throughput curves are very similar to the energy-
based throughput curves especially for grid quorum-based, randomized coterie-based, and
naive CFPP-based protocols. In Figure 5.12, we obser&3&7% increase in the peak
performance for naive CFPP-based protocol over the grid quorum-based protocol. This is
because the grid quorum-based protocol consumes a great deal of energy in beacons and
ATIM/ATIM-ACK traffic. We also notice that, when\ < 4, the interleaving CFPP-based
protocol outperforms the naive CFPP-based protocol. This is because when data load is
slight, almost all generated data frames can be successfully delivered both in naive and inter-
leaving CFPP-based protocols. However, in this case, the radio active ratio of the interleaving
CFPP-based protocol is only about half that of the naive CFPP-based protocol. Overall, the
proposed power management protocols are superior to the grid quorum-based protocol.
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5.6 Summary

Currently, IEEE 802.11 wireless LAN cards are greatly popular on the market. However,
when IEEE 802.11 power management protocol operates in a large-scale ad hoc wireless
network, it will face three severe challenges: beacon contention, clock synchronization, and
reliable neighbor maintenance. To conquer all these challenges, we propose three novel
asynchronous power management protocols, which consist of three key components: the
scalable beacon transfer procedure, the energy-conserving neighbor maintenance procedure,
and the data frame transfer procedure. The scalable beacon transfer procedure offer a high
success probability of a beacon broadcast, regardless of the number of contending stations,
thus alleviating the beacon contention problem significantly. The energy-conserving neigh-
bor maintenance procedure ensures that any two PS neighbors are able to discover each
other (via beacon frames) in finite time with high probability, no matter how much time their
clocks drift away. The data frame transfer procedure specifies how a station send data to its
neighbor operating in PS mode, provided that PS neighbor’s beacon has already received.
Attractively, our power management protocols offer the network designers full flexibility
in trading energy, latency, and accuracy versus each other by appropriately tuning system
parameters. In comparison with the grid quorum-based protocol, our cyclic finite projective
plane-based protocol also guarantees a 100% neighbor discovery probability while achieving
a nearly 75% reduction in radio active ratio under about the same energy-delay product. Ac-
cordingly, the CFPP-based protocol is very suitable for energy-limited applications. Exten-
sive simulation results do confirm that our schemes much outperform the grid quorum-based
protocol especially in terms of time-based throughput and energy-based throughput. Above
all, we believe that our protocols can be applied to the current IEEE 802.11 wireless LAN

cards with only minor modifications.



Chapter 6

Conclusion and Future Work

The evolutionary advancement of radio technologies and the proliferation of portable de-
vices has enabled the development of ubiquitous wireless networks, which can provide users
in motion to easily and flexibly communicate with anyone at anytime in anywhere. How-
ever, a wireless mobile network is mainly characterized by energy-limited mobile stations,
bandwidth-constrained radio links, and unpredictably dynamic topology changes; therefore,
every algorithms and protocols developed on it will face many great challenges. In this dis-
sertation, we propose several novel medium access control (MAC) protocols for infrastruc-
ture and ad hoc wireless networks. The first part (ChapteiChapter 4) presents real-time
MAC protocols. The second part (Chapter 5) presents the energy-conserving MAC designs.

In Chapter 2, on the basis of the DCB, we have proposed several different multi-channel
broadcast algorithms for different network system environments. In contrast with single
channel systems, the frame length is significantly reduced in multi-channel systems. With
the support of GPS and the transceivers with tunable transmission power/range ability, the
maximum tolerable network degree is also highly promoted. All our proposed algorithms
are simple and easily implementable in a fully distributed manner. Network designers can
decide which of the algorithms is preferred according to the given network resources. Most
importantly, we guarantee that, for all our proposed protocols, there are no redundant trans-
mission rounds in a frame. It implies that, in terms of bandwidth and energy consumption,
our solutions reach the efficient performance.

One of the severe drawbacks of the proposed protocols is that they require priori knowl-
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edge of some global network parameters, such as the maximum degree and the total number
of mobile stations. However, these parameter values are extremely difficult (if not impossi-
ble) to obtain especially in a large-scale MANET. How to remove these unrealistic assump-
tions deserves further research.

In Chapter 3, we have proposed a hybrid MAC protocol, called the adaptive location-
aware broadcast (ALAB) protocol, for link-level broadcast support in multi-channel systems.
Since a MANET should operate in a physical area, it is very natural to exploit location in-
formation in such an environment. ALAB is scalable and topology-transparent since it does
not maintain any link state information. Above all, in ALAB, both deadlock and hidden
terminal problems are completely solved. In principle, ALAB tries to combine both of the
advantages of the allocation- and contention-based protocols and overcomes their individ-
ual drawbacks. At high traffic or density, ALAB outperforms the pure TDMA because of
spatial reuse and dynamic slot management. At low traffic or density, ALAB outperforms
the pure CSMA/CA because of its embedded stable tree-splitting algorithms. In addition,
ALAB provides deterministic access delay bounds from its base TDMA allocation protocol.
Approximate throughput analyses for static ad hoc networks are provided. Simulation results
do confirm the advantage of our scheme over other MAC protocols, such as IEEE 802.11,
ADAPT, and ABROAD, even under the fixed-total-bandwidth model.

We believe that several future research problems can be stimulated by this work. One of
the advantages of the ALAB protocol is that its success does not hinge on neighbor mainte-
nance. On the other hand, IEEE 802.11 WLAN cards are currently popular on the market.
How to tailor the IEEE 802.11 broadcast operation such that it can support MAC-level reli-
able broadcast without neighborhood knowledge deserves further research.

In Chapter 4, we have proposed a novel polling MAC protocol, named Q-PCF (quality-
of-service PCF), which can coexist with IEEE 802.11 DCF, while providing QoS guarantees
to real-time multimedia applications. Specifically, Q-PCF has the following attractive fea-
tures. (i) It supports multiple priority levels and guarantees that high-priority stations always
join the polling list earlier than low-priority stations. (ii) It provides fast reservation scheme
such that real-time stations can get on the polling list in bounded time. (iii) It employs
dynamic bandwidth allocation scheme to support CBR/VBR transportation and provide per-

flow probabilistic performance assurances. (iv) It adopts the novel mobile-assisted admission
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control technique such that the access point can admit as many newly flows as possible, while
not violating admitted flows’ guarantees. The performance of Q-PCF is evaluated via both
analysis and simulations. (v) Simulation results do confirm that Q-PCF much outperforms
PCF both in terms of goodput and frame delay dropped rate even under the heterogeneous
traffic scenarios. Above all, we believe that the Q-PCF protocol can be easily applied to the
current IEEE 802.11 products without major modifications.

We believe that several future research problems can be stimulated by this work. Re-
cently, we witnessed the remarkably rapid installations of commercial infrastructure WLAN
in entertainment or business environments, such as airports, convention centers, and fast
food restaurants. Definitely, for wireless service providers, providing multiple levels of ser-
vices to meet different QoS requirements of mobile customers is vital for the success of their
business. How to design an appropriate pricing scheme based on the Q-PCF protocol (via
parameters, G, or connection holding time) must be an interesting issue. For mathematical
analysis, we have derived the closed-form of the throughput. How to derive the closed-form
of the frame delay dropped rate is a challenging problem.

In Chapter 5, we have proposed new asynchronous power management protocols for
large-scale ad hoc networks. The proposed protocols mainly contain three key components:
scalable beacon transfer procedure, energy-conserving neighbor maintenance procedure, and
directed data frame transfer procedure. The scalable beacon transfer procedure delivers a
high success probability of beacon broadcast, thus alleviating the beacon contention prob-
lem significantly. The energy-conserving neighbor maintenance procedure allows a station
to save a great deal of energy by periodically entering the doze state, while also allowing
a PS station a high probability of discovering its neighbors even in a highly asynchronous
MANET. The directed data frame transfer procedure specifies how a station sends a directed
data frame to a PS neighbor. Since the PS station is not always active, the sending station
has to predict when the PS destination will wake up and then initiates the ATIM/ATIM-ACK
frame exchange or sends the data frame directly. Especially, our solutions offer the network
designers full flexibility in trading energy, latency, and accuracy versus each other by appro-
priately tuning system parameters. As compared with the most energy-conserving protocol
in [78], called the grid quorum-based protocol, our interleaving CFPP-based protocol also

guarantees &00% neighbor discovery probability while achieving a nedrfy. reduction
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in radio active ratio under about the same energy-delay product. Consequently, our protocol
is more suitable for energy-limited applications.

We believe that several future research problems could be stimulated by this work. Al-
though the CFPP-based protocols perform quite well especially in terms of energy-based
throughput, the length of the pattern repetition interval must be a power of a prime. How to
remove this constraint while maintaining the same beacon transmission ratio or radio active
ratio deserves further investigation. For mathematical analysis, we have derived the closed-
form of the beacon transmission radio, radio active ratio, and neighbor discovery time. How

to derive the closed-form of the energy-based throughput is a challenging problem.
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Appendix

A Proof of Corollary 5.3.1

To prove Corollary 5.3.1, we claim that, whén= 5v/R andj3 > 1, the following inequality

holds.
() (5 + (DG
() %)

For the proof, we take advantage of the following well-known results [53, 59].
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Applying Lemmas A.1 and A.2 to the first term in the left hand side of (A1), we have
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The first inequality in (A3) follows from Lemma A.1; the second inequality in (A3) is
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Consequently, (A2) and (A4) combined lead to the inequality (Al).
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Figure B1: The case that< At < %. (a) For PS station Y, one of its beacon windows in

a forward pattern repetition is fully covered by the X’s active window. (b) For PS station X,
one of its beacon windows in a backward pattern repetition is fully covered by the Y’s active
window.

B Correctness of the Interleaving CFPP-based Protocol

We prove the correctness of the Interleaving CFPP-based protocol by showing that any two
PS neighbors, X and Y, are able to discover each other, regardless of their clock difference.
We assume that X and Y randomly choose two lingsand L,, respectively from the same
CFPP(U, £) as the set of their half-awake beacon intervals in a pattern repetition interval,
andR = n?+n+1. LetactWW = % + BW. Without loss of generality, we can assume that
X’s clock is faster than Y'’s clock b AT = h x BI + At, where0 < At < Bl andh > 0

Is an integer. In the following derivation, we use X’s clock as a reference clock to derive
Y’s clock. We claim that at least one X’s entire beacon window is fully covered by one Y’s
active window within two consecutive pattern repetition intervals, and vice versa. Note that
other cases can be derived via the similar way. The analysis is divided into two cases.

Case 1.0 < At < %. As illustrated in Figure B1(a), X can receive Y's beacons in Y’s
forward pattern repetition interval if and only if (i) botli),, and (i © h),, are half-awake
beacon intervals, for sonte< ; < R — 1, and (ii) the beacon window iy © k), begins
later than the start of the active window {f}, and terminates earlier than the end of the
active window in(i). In other wordst; < ¢, andt; < t,. SinceL, N{—h& L,} # 0, there
must exist an elemeritsuch that € L, andi € {—h & L,}. This implies that both)

and (i © h),, are half-awake beacon intervals. Without loss of generality, we can assume
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Figure B2: The case th%l < At < BI. (a) For PS station Y, one of its beacon windows in

a backward pattern repetition is fully covered by the X’s active window. (b) For PS station X,
one of its beacon windows in a forward pattern repetition is fully covered by the Y’s active
window.

thatt; = aR x BI + (i — 1) x BI, wherea > 0 is an integer. Hence; < t; + At =
aR X BI+(i—1)x BI+At = aRx BI+(i—h—1)x BI+hx BI+At = aR x BI+(i—h—
1) x BI+AT = t,. Inadditiont; = to+BW = aRx BI+(i—h—1)x BI+ AT+ BW =
aR X BI+(i—h—1)x BI+hx BI+At+BW < aR x BI+(i—1)x BI+(EL+ BW) = t,.

On the other hand, as depicted in Figure B1(b), X’s beacons can be received by Y in X’s
backward pattern repetition interval if and only if (i) batf) and(j & h), are half-awake
beacon intervals, for sonte< j < R — 1, and (ii) the beacon window ify) begins later
than the start of the active window ifj © h),, and terminates earlier than the end of the
active window in(j © h),. Thatis,ty < t3 andty < t5. SinceL, N {—h & L,} # 0, there
must exist an elementsuch thatj € L, andj € {—h @ L,}. This implies that both;)
and (j © h) are half-awake beacon intervals. Besidgs= bR x BI + (j — 1) x B,
whereb € {a — 1,a,a + 1}. Hence,t, = bR x BI + (j — h — 1) x Bl + AT =
bR X BI +(j —h—1)x Bl + h x BI + At < bR x BI + (j — 1) x BI + 8L = ¢;.
ti=t+E+BW <t; + Bl 4+ BW + At = bR x BI+(j — 1) x BI + 8L + BW + At =
bR x BI+ (j —h—1)x Bl + 8L + BW + (h x BI + At) = bR x B[ + (j —h — 1) x
BI + 2L + BW + AT = t;.

Case 2:2L < At < BI. LetAt = 2L + Adand0 < Ad < ZL. Asiillustrated in Figure
B2(a), X can receive Y’s beacons in Y’s backward pattern repetition interval if and only if
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(i) both (') and(i’ © (h + 1)), are half-awake beacon intervals, for sone ' <R — 1,
and (ii) the beacon window it © (h + 1)) begins later than the start of the active window
in (¢')x, and terminates earlier than the end of the active windo’jn. In other words,
t3 <ty andts < tg. SinceL, N {—(h + 1) ® L,} # 0, there must exist an elemeiitsuch
thati’ € L, and/’ € {—(h+ 1) & L,}. This implies that botl{i') and (i’ © (h + 1)), are
half-awake beacon intervals. Besidas= ¢R x BI+(i'—1) x BI, wherec € {a—1,a+1}.
Hencefs = cRx BI+ (' —1)x BI < ¢cRx BI+ (' —1) x BI+ Ad = ¢R x BI + (i’ —
h—2)x BI+ (hx Bl + 8L + Ad) + Bl = ¢R x BI + (' — 1) x Bl + AT + ZL = ¢,.
ts=cRXxBI+ (! —h—2)x B+ 3L+ BW + AT = ¢R x BI + (' —h—2) x Bl +
BL 4 BW + (h x BI + Bl + Ad) < ¢R x BI + (i’ — 1) x BI + BL + BW = .

On the other hand, as depicted in Figure B2(b), X’s beacons can be received by Y in
X’s forward pattern repetition interval if and only if (i) botfy’), and (j’ & (h + 1))y are
half-awake beacon intervals, for soiec ;' < R — 1, and (ii) the beacon window ify’)
begins later than the start of the active window(jhe (h + 1)), and concludes earlier
than the end of the active window (i’ © (h + 1))y. Thatis,t, < t3 andt, < t;. Since
L,n{—-(h+1)® L,} # 0, there must exist an elemeyitsuch thaty’ € L, andj’ €
{=(h+ 1) ® L,}. This implies that botl{;")y, and(;’ © (h + 1)), are half-awake beacon
intervals. Besides,; = dR x BI + (j' — 1) x BI, whered € {a — 1,a,a + 1}. Thus,
ty=dRXBI+(j'=h—2)x BI+AT = dRx BI+(j’—h—2)x Bl + (hx BI + At) <
dR x BI + (7’ —h —2) x Bl + h x BI + Bl = dR x BI + (j' — 1) x BI = ts.
ty = tg+BW < t3+BW+Ad = dRxBI+(j'—1)x BI+BW +Ad = dRx BI+(j'—h—
2)x BI+EL+ BW+(hx BI+8L+Ad) = dRx BI+(j'—h—2)x BI+ 3L+ BW + AT = t;.

C Derivations of Equations (4.2) and (4.3)

The authors in [1, 72, 73] assume that the bit-rate value of a VBR source in a certain holding
duration is a truncated exponential random variablevith parametery. In this case, the

probability density function oX can be written as

a—zx a—0 -1 R
e [7(1—GT>} ifa<x<p,
0 otherwise.

f(x) = (C1)
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Since (i) f(z) > 0 for all z, and (ii) fﬁ x)dx =1, f(x) is indeed a probability density
function. Especially, when = 0 and = oo, X is reduce to the conventionally exponential

a_p1—1
random variable. Lef = [1 — eTﬁ} , we obtain

ﬁ o —
E[X] :C/ %:Ue T dx. (C2)

Integrating by parts yields

a—z |B B a—z — L;ﬁ
M:E[X]:C(—xev )—i—C/ erxzv—i-M—xa;. (C3)

1—e

&7

Equation (4.3) is thus proven.
Now, given0 < ¢ < 1, we want to find the valug such thaPrjae < X < g] > 1—¢. By
using equation (C1), we hav&r|a < X < ¢] fg x)dr = 1 — . After simple calculus

and algebraic manipulation, we can obtain
gza—yln(a—l—(l—s)ea%ﬁ). (C4)

Thus if a VBR station desires that its bandwidth demand during each CFP can be satisfied
with probability at least — ¢, that station shall specif§y = g x CDR (equation (4.2)) during

the registration period.
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