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Abstract

In this dissertation, we propose several novel hybrid medium access control (MAC) proto-

cols for infrastructure and ad hoc wireless networks. The first part presents real-time MAC

protocols and the second part presents the energy-conserving MAC designs.

For topology-transparent deterministic broadcast in a TDMA-based MANET, we have

the following results. (i) We first present the dimension-combination broadcasting (DCB)

algorithm for a single-channel MANET, which achieves an exponential order improvement

in terms of broadcast completion time, as compared with the polylogarithmic broadcast al-

gorithm. (ii) On the basis of DCB, we then propose several different multi-channel broadcast

algorithms for different network environments. In contrast with single channel systems, the

frame length is significantly reduced in multi-channel systems. With the additional support

of GPS and the transceivers with tunable transmission range, the maximum tolerable net-

work degree is also highly promoted. (iii) All our proposed algorithms are simple and easily

implementable in a fully distributed manner. Most importantly, we guarantee that, for all our

proposed protocols, there are no redundant transmission rounds in a frame. It implies that, in

terms of bandwidth and energy consumption, our solutions reach the efficient performance.

For MAC-level reliable broadcast in a multi-channel MANET, we have the following re-

sults. (i) We propose an adaptive location-aware broadcast (ALAB) protocol which supports

reliable unicast, multicast, and broadcast transmission services in an integrated manner. (ii)

ALAB is scalable and topology-transparent since both the time to broadcast a packet and the

number of channels required are independent of the network topology. (iii) In ALAB, all the

deadlock, starvation, hidden and exposed terminal problems are completely eliminated. (iv)

ALAB is a merger of condensed TDMA and tree-splitting algorithms. At high traffic or den-

sity, it outperforms the pure TDMA because of spatial reuse and dynamic slot management.
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At low traffic or density, it outperforms the pure CSMA/CA because of its embedded sta-

ble tree-splitting algorithm. Above all, even under the fixed-total-bandwidth model, ALAB

delivers superior performance than IEEE 802.11, ADAPT, and ABROAD.

For polling-based MAC protocol in a wireless multimedia LAN, we have the following

results. (i) We tailor the IEEE 802.11 PCF operation so that our new protocol, named Q-

PCF (quality-of-service PCF), can coexist with IEEE 802.11 DCF, while providing QoS

guarantees to real-time multimedia applications. (ii) Q-PCF supports multiple priority levels

and guarantees that high-priority stations always join the polling list earlier than low-priority

stations. (iii) Q-PCF provides fast reservation scheme such that real-time stations can get

on the polling list in bounded time. (iv) Q-PCF employs dynamic bandwidth allocation

scheme to support CBR/VBR transportation and provide per-flow probabilistic performance

assurances. (v) Q-PCF adopts the novel mobile-assisted admission control technique so that

the access point can admit as many newly flows as possible, while not violating admitted

flows’ guarantees. (vi) We believe that the Q-PCF protocol can be easily applied to the

current IEEE 802.11 products without major modifications.

For power-saving MAC protocols in an asynchronous MANET, we have the following

results. (i) We propose a new beacon transfer procedure, which is scalable and insensitive to

the number of contending stations. (ii) Three proposed randomized power saving protocols

achieve correct neighbor maintenance in asynchronous environments with high probabil-

ity. Especially, our solutions offer the network designers full flexibility in trading energy,

latency, and accuracy accuracy versus each other by appropriately tuning the protocol pa-

rameters. (iii) Compared with the grid quorum-based protocol, the interleaving cyclic finite

projective plane-based protocol always guarantees a100% neighbor discovery probability

while obtaining a nearly75% reduction in radio active ratio under about the same energy-

delay product. Therefore, it is suitable for energy-limited applications. (iv) We believe that

our protocols can be applied to the current IEEE 802.11-based wireless LAN cards with little

modification.
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Chapter 1

Introduction

1.1 Background

1.1.1 Network Architecture

With the progress of wideband radio technologies and the proliferation of portable comput-

ers, wireless networks are emerging as an attractive alternative or complementary to wired

networks because of cost effectiveness, ease of installation, and tether-free access to the In-

ternet. Based on the network architecture, wireless networks can be approximately divided

into two classes: ad hoc networks and infrastructure networks [48].

• Ad hoc networks: A mobile ad-hoc network (MANET) is an autonomous system of

mobile hosts capable of communicating with each other by wireless links without the

assistance of base stations. The applications of the MANET are getting more and more

important, especially in the emergency, military, entertainment, and outdoor business

environments, in which instant fixed infrastructure or centralized administration is dif-

ficult or too expensive to establish.

• Infrastructure networks: An infrastructure network typically consists of a central base

station, also known as an access point, and a finite set of associated mobile stations.

Through the access point, mobile users can easily access the Internet resources. More-

over, by allocating a number of adjacent access points in a limited area, the extended

infrastructure network can provide the seamless roaming service for mobile users.
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Figure 1.1: Example of infrastructure and ad hoc networks.

Figure 1.1 shows a common wireless network deployment which includes infrastructure

and ad hoc networks.

1.1.2 Multiplexing

In wireless network environments, medium is basically shared; and multiple simultaneous

transmissions will result in garbled data, making communication impossible. Multiplexing

specifies how several stations can share a medium without interference. For wireless com-

munication, multiplexing can be carried out in three dimensions: time, channel, and space.

The definitions of these multiplexing schemes are described as follows.

• Time Division Multiple Access(TDMA): In TDMA, all stations usually transmit data

on the same channel, but their transmissions are separated in time. Further, time is

divided into frames of fixed duration, and each frame is divided into a fixed number

of time slots. Each station limits its transmission to a single slot. Since two transmis-

sion overlapping in time will result in co-channel interference, TDMA requires clock

synchronization and the guard time between two frames.

• Channel Division Multiple Access: The concept of this scheme is to divide the avail-

able bandwidth of a single medium into a number of orthogonal or independent chan-
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nels. Physically, wireless channels can be realized by different carrier frequencies or

by different orthogonal codes. Thus in our definition, channel division multiple access

includes FDMA (frequency division multiple access) and CDMA (code division mul-

tiple access). In FDMA/CDMA, each station is allocated its own channel spectrum,

and these channels shall be separated by guard channel to avoid adjacent channel in-

terference.

• Space Division Multiple Access(SDMA): Due to transceiver hardware capacity, bat-

tery power conservation, and network capacity enhancement, mobile stations have lim-

ited transmission ranges. If pair of mobile stations using the same channel are located

far enough, then their transmissions can be initiated simultaneously without suffering

collisions. Hence in SDMA, distant stations are allowed to send data on the same

channel at the time. Note that the space between the interference range is called the

guard space.

1.1.3 Wireless MAC Issues

On the basis of multiplexing, the media access control (MAC) protocol specifies how and

when stations coordinately access to the shared medium such that they can communicate

with each other in an orderly and efficient manner. Although wireless networks offer mobile

users greater flexibility and convenience than wired counterparts, they also introduce several

new technological challenges/constraints [8, 13, 18, 19, 65].

• Scarce Resources: In wireless systems, two key resources–bandwidth and energy–are

more severely limited as compared with wired networks. Due to technology limita-

tions, the radio bandwidth and battery capacity may not be dramatically promoted in

the not-so-distant future.

• Half-Duplex Operation: In wireless networks, a radio unit cannot transmit and receive

simultaneously since when transmitting, a large fraction of the signal energy leaks into

the receive path. The leakage signal typically has much higher power than the received

signal, which makes it impossible to detect a collision event while transmitting data.
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• Location-Dependent Carrier Sensing: In the wireless medium, because of multipath

propagation, signal strength decays according to a power law with distance, carrier

sensing is a function of the position of the receiver relative to the transmitter. There-

fore, all carrier sense multiple access (CSMA)-based protocols will face four problems

[65]: capture effect, hidden terminal, exposed terminal, and near-far problems.

• Timing synchronization: In an infrastructure WLAN, the base station or access point

can periodically broadcast beacon frames to realize clock synchronization. However,

in a large-scale MANET, it is extremely difficult (if not impossible) for all nodes to

keep synchronized at all times because of severe beacon contention, unpredictable

node mobility, and heavy traffic of timing information exchange.

Undoubtedly, designing a practical MAC protocol for wireless networks shall seriously

take the above-mentioned constraints into consideration. Although the primary objective of

a MAC protocol is to maximize the throughput while minimizing the access delay, a decent

wireless MAC protocol shall also possess the following advanced features [8, 13, 18, 19, 20].

• Topology Transparency: This metric is especially important for ad hoc networks. A

MAC protocol relying on correct neighborhood knowledge requires to gather and

maintain link state information. However, the ability to maintain link state information

hinges on the operation of the MAC protocol itself. Since the network topology may

change quickly, frequently, and unpredictably, a topology-dependent MAC protocol is

thus not stable and completely unsuitable for ad hoc networks.

• Reliable Broadcast: Obviously, a single reliable MAC broadcast can be implemented

by sending one or more reliable unicast messages. However, this approach is not

scalable since the time to complete a broadcast increases with the number of neighbors.

On the other hand, a MAC protocol with reliable broadcast support will be of great

benefit to the routing function, multicasting applications, cluster management, and

real-time applications.

• Real-Time Transmission: With the convergence of voice, video, and data networks, it is

now necessary for MAC protocols to provide quality-of-service (QoS) guarantees for

real-time traffic support. A priority MAC protocol can support real-time transmission
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Figure 1.2: Classification of wireless MAC protocols.

by allowing the highest-priority station to seize the medium earlier than lower-priority

stations.

• Energy Conservation: It is well known that, due to technology limitations, the battery

capacity will not be dramatically improved in the not-so-distant future. Therefore, it

is essential to investigate power saving MAC protocols to prolong the lifetime of both

individual nodes and the network.

1.1.4 MAC Protocol Classification

As shown in Figure 1.2, wireless MAC protocols proposed so far can be approximately clas-

sified into two categories [8, 18, 44]. One is allocation-based protocols, and the other is

contention-based protocols. Allocation-based protocols, such as TDMA and polling, are

primarily designed to support bounded access delay and scheduled bandwidth utilization.

Nevertheless, these protocols are insensitive to variations in network loads or topology con-

nectivity. As to the contention-based protocols, such as CSMA-based and ALOHA-based

protocols, they are primarily designed to support asynchronous data transfer. However, these

protocols may not be stable especially when contending traffic is heavy. We believe that a hy-
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brid (reservation-based) MAC protocol that merges both of the advantages of the allocation-

and contention-based protocols and overcomes their individual drawbacks is a better candi-

date for wireless networks. Figure 1.2 indicates that several hybrid protocols are proposed

in this dissertation. In Chapter 3, we propose the ALAB protocol which combines the con-

densed TDMA and tree-splitting (collision resolution) algorithm. In Chapter 4, we propose

the Q-PCF protocol which combines DCF (collision avoidance), tree-splitting algorithm,

and polling-based protocol. In Chapter 5, we propose the ASP (asynchronous power man-

agement) protocols which combines DCF and awake/sleep pattern scheduling algorithm.

Importantly, these hybrid protocols significantly improve the functions and performance of

the IEEE 802.11.

1.1.5 IEEE 802.11 Overview

Since November 1999, the IEEE 802.11 task group have defined two international wireless

MAC standards [48]: the distributed coordination function (DCF) for ad hoc networks and

the point coordination function (PCF) for infrastructure WLANs. In what follows, we briefly

review the DCF and PCF. For a more complete and detailed presentation, please refer to the

IEEE 802.11 standard [48].

• Distributed Coordination Function(DCF): The DCF employscarrier sense multiple

access with collision avoidance(CSMA/CA) strategy to provide asynchronous data

service. When a station desiring to access the medium shall first sense the channel to

determine whether the medium is busy. If the medium is busy, that station shall first de-

fer until the medium is determined to be idle for an interval equal to DIFS (Distributed

InterFrame Space) and then perform thebinary exponential backoffprocedure. This

is because just after the medium becomes idle following a busy medium is when the

highest probability of a collision exists. By standard, the backoff time is defined as

BackoffTime = SlotTime× U [ 0, (CWmin + 1)× 2NumAtt − 1 ], (1.1)

whereCWmin denotes the minimum contention window andNumAtt denotes the

number of retransmission attempts. Note that the functionU [0, CW] returns an inte-

ger drawn from a uniform distribution over the set{0, 1, · · · , CW}, whereCWmin ≤
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Figure 1.3: Example of DCF operation. Since the medium is determined busy, stations A,

B, C defer until the end of the current transmission. Unluckily, stations A and B select the

same backoff time, their transmissions thus collide; and their backoff procedure can restart

only after the end of the ACK timeout interval. As soon as C’s backoff timer expires, station

C sends the data frame to station D. Luckily, no collision occurs at this time. Hence station

D acknowledges its receipt after an elapsed SIFS.

CW ≤ CWmax. The backoff timer is decremented as long as the channel is sensed

idle. To ensure fairness among DCF stations, if the medium is determined busy at any

time during a backoff slot, then the backoff timer shall befrozen. When the channel is

sensed idle again for more than a DIFS, the backoff timer can be reactivated. When-

ever the backoff timer reaches zero, transmission shall commence. The effect of this

procedure is that when multiple stations enter the backoff stage at the same time, then

the station choosing the minimum backoff time will win the contention. To ensure

reliability, the directed data frame will announce thenetwork allocation vector(NAV)

through the Duration field to reserve the channel. Any contending stations hearing

the NAV shall suppress its transmitting activity until the NAV decreases to zero or is

reset via the ACK frame. Upon reception of the data frame, the destination station

shall reply the ACK frame after an elapsed SIFS (Short InterFrame Space). Note that

SIFS < DIFS. If the sending station does not hear the ACK signal, it shall resend the

data frame after waiting at least an ACK timeout interval or drops that frame when the
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Figure 1.4: Example of PCF operation. To bandwidth efficiency, the PC utilizes a single

frame to send data and CF-Poll to station 1. However, station 1 makes no response. After

an elapsed PIFS, the PC polls the next station. Finally, when station 3 polled by the PC, it

perceives that time is not enough to send its queued MPDU before the end of the CFP. Thus

station 3 responds aNull frame and set themore databit to 1 to allow the PC to distinguish

between an empty queue and a response due to insufficient time to transfer an MPDU.

DCF retry limit is reached. Figure 1.3 illustrates the DCF operation.

• Point Coordination Function(PCF): As shown in Figure 1.4, when apoint coordinator

(PC) is operating in a WLAN, the two coordination functions alternate with each other.

The contention-free period (CFP), during which the PCF is active, and the following

contention period (CP), during which the DCF is active, are together referred to as

a contention-free repetition intervalor superframe. The minimum length of the con-

tention period (CP) must be long enough for the delivery of one maximum-size MAC

protocol data unit (MPDU) and its associated ACK. At the nominal start of each CFP

(also known asTBTT), the PC shall sense the medium. After waiting a PIFS (Priority

InterFrame Space) medium idle time, the PC seizes control of the medium by broad-

casting a beacon frame and announcing the NAV. Note thatSIFS < PIFS < DIFS.

On the other hand, it is possible for contention-based service runs past the TBTT. In

the case of a busy medium due to DCF traffic, the CFP isforeshortenedand the bea-

con should be delayed for the time (Ts) required to complete the existing DCF frame

exchange. Such a phenomenon is calledstretchingand we depict the stretching event
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in Figure 4.3. To lock out DCF-based access, all stations receiving the beacon shall

update their NAV to the maximum duration, CFPMaxDuration. After gaining control

of the medium, the PC polls associated stations on thepolling list in a round-robin

manner. The CFP may either last until the CFPMaxDuration has elapsed since TBTT,

or be ended prematurely by the PC broadcasting a CF-End frame, if all stations on the

polling list have been polled. To improve efficiency, acknowledgements (CF-ACK)

and polls (CF-Poll) may bepiggybackedon data frames. Note that, during the CFP, if

a polled station makes no response to the CF-Poll, then the PC polls the next station on

its polling list after an elapsed PIFS. By this way, the PC ensures that it retains control

of the medium and resists the DCF-based interference. Figure 1.4 illustrates the PCF

operation.

1.2 Our Contributions

This dissertation presents novel energy conserving designs and real-time multi-access pro-

tocols for infrastructure and ad hoc wireless networks. Specifically, we focus our attention

to the following issues. (i) Topology-transparent deterministic broadcasting for multi-hop ad

hoc networks. (ii) Adaptive location-aware MAC protocols for reliable broadcast support in

multi-channel ad hoc networks. (iii) The polling-based MAC protocol with priority reserva-

tion and dynamic bandwidth allocation mechanisms to support multimedia applications with

QoS requirements. (iv) Randomized power management protocols with flexible neighbor

maintenance for asynchronous ad hoc networks.

For topology-transparent deterministic broadcast in a TDMA-based MANET, we have

the following results [17]. (i) We first present the dimension-combination broadcasting

(DCB) algorithm for a single-channel MANET, which achieves an exponential order im-

provement in terms of broadcast completion time, as compared with the polylogarithmic

broadcast algorithm [4]. (ii) On the basis of DCB, we then propose several different multi-

channel broadcast algorithms for different network environments. In contrast with single

channel systems, the frame length is significantly reduced in multi-channel systems. With

the additional support of GPS and the transceivers with tunable transmission range, the max-

imum tolerable network degree is also highly promoted. (iii) All our proposed algorithms
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are simple and easily implementable in a fully distributed manner. (iv) Most importantly, we

guarantee that, for all our proposed protocols, there are no redundant transmission rounds in

a frame. It implies that, in terms of bandwidth and energy consumption, our solutions reach

the efficient performance.

For MAC-level reliable broadcast in a multi-channel MANET, we have the following re-

sults [18]. (i) We propose an adaptive location-aware broadcast (ALAB) protocol which sup-

ports reliable unicast, multicast, and broadcast transmission services in an integrated manner.

(ii) ALAB is scalable and topology-transparent since both the time to broadcast a packet and

the number of channels required are independent of the network topology. (iii) In ALAB, all

the deadlock, starvation, hidden and exposed terminal problems are completely eliminated.

(iv) ALAB is a merger of condensed TDMA and tree-splitting algorithms. At high traffic or

density, it outperforms the pure TDMA because of spatial reuse and dynamic slot manage-

ment. At low traffic or density, it outperforms the pure CSMA/CA because of its embed-

ded stable tree-splitting algorithm. Above all, even under the fixed-total-bandwidth model,

ALAB delivers superior performance than IEEE 802.11, ADAPT [11], and ABROAD [13].

For polling-based MAC protocol in a wireless multimedia LAN, we have the follow-

ing results [20]. (i) We tailor the PCF operation so that our new protocol, named Q-PCF

(quality-of-service PCF), can coexist with IEEE 802.11 DCF [48], while providing QoS

guarantees to real-time multimedia applications. (ii) Q-PCF supports multiple priority levels

and guarantees that high-priority stations always join the polling list earlier than low-priority

stations. (iii) Q-PCF provides fast reservation scheme such that real-time stations can get on

the polling list in bounded time. (iv) Q-PCF employs dynamic bandwidth allocation scheme

to support CBR/VBR transportation and provide per-flow probabilistic performance assur-

ances. (v) Q-PCF adopts the novel mobile-assisted admission control technique so that the

access point can admit as many newly flows as possible, while not violating admitted flows’

guarantees. (vi) We believe that the Q-PCF protocol can be easily applied to the current

IEEE 802.11 products without major modifications.

For power-saving MAC protocols in an asynchronous MANET, we have the following

results [19]. (i) We propose a new beacon transfer procedure, which is scalable and insen-

sitive to the number of contending stations. (ii) Three proposed randomized power saving

protocols achieve correct neighbor maintenance in asynchronous environments with high
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Figure 1.5: The relationships among each chapters. The first part (Chapter 2∼ Chapter

4) deals with the real-time transmission issues. The second part presents energy-conserving

designs.

probability. More specifically, our solutions offer the network designers full flexibility in

trading energy, latency, and accuracy accuracy versus each other by appropriately tuning the

protocol parameters. (iii) Compared with the grid quorum-based protocol [78], the interleav-

ing cyclic finite projective plane-based protocol always guarantees a100% neighbor discov-

ery probability while obtaining a nearly75% reduction in radio active ratio under about the

same energy-delay product. Therefore, it is suitable for energy-limited applications. (iv) We

believe that our protocols can be applied to the current IEEE 802.11-based wireless LAN

cards with little modification.

1.3 Dissertation Organization

The remainder of this dissertation is organized as follows. The first part (Chapter 2∼Chapter

4) deals with the real-time transmission issues and the second part (Chapter 5) presents

energy-conserving designs. We can see that from Figure 1.5 that the core techniques used to

achieve real-time transmission support are the constructions of variousdimension splitting

trees. Chapter 2 employs the dimension-combination tree splitting technique to develop
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deterministic topology-transparent broadcast algorithms for multi-hop MANETs. Chapter 3

employs the first-success dimension-tree splitting technique to develop location-aware MAC

protocols with reliable broadcast support for multi-channel MANETs. Chapter 4 employs

the depth-first-traversal dimension-tree splitting technique to develop the Q-PCF protocol

for IEEE 802.11 wireless multimedia LANs. Chapter 5 employs the cyclic finite projective

plane technique to develop asynchronous power management protocols for IEEE 802.11 ad

hoc networks. Chapter 6 concludes the dissertation results and points out possible future

research directions.



Chapter 2

Topology-Transparent Broadcast for

Multi-Hop MANET

2.1 Introduction

A mobile ad-hoc network (MANET) is an autonomous system of mobile hosts capable of

communicating with each other by wireless links without the assistance of base stations. For

the sake of battery power conservation and network capacity enhancement, a host may not

be able to communicate directly with others in a single-hop manner. In this case, all mes-

sage communication between them must pass through one or more intermediate hosts that

double as routers. Since a MANET is characterized by energy-constrained mobile nodes,

bandwidth-constrained links and unpredictably dynamic topology, every algorithm and pro-

tocol developed on it will face many great challenges. In this chapter, we are specially inter-

ested in abroadcastproblem for ad-hoc networks in TDMA (time-division multiple-access)

systems with multiple frequency channels.

Broadcast is the task of delivering a single identical messageM from a particular source

node to all the other nodes in the network. Several broadcast protocols for ad-hoc net-

works have been proposed, including centralized solutions [14, 28] and randomized solu-

tions [3, 47, 51]. Although centralized protocols are deterministic and optimal in terms of

time complexity, it is extremely difficult (if not impossible) that every nodes in the MANET

must know and maintain the entire network topology information. As to the randomized pro-
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tocols, they are not preferable if a prior known bound on the maximum delay is the necessary

requirement for real-time systems or multimedia applications [4]. Broadcast protocols work-

ing with the partial network knowledge can be found in [12, 45, 61]. However, the efficiency,

robustness, and stability of these protocols will become questionable when mobility is high

and topology changes quickly and frequently, due to heavy loads on updated broadcast span-

ning trees or clusters information maintenance.

The authors in [4] proposed the first distributedmobility-transparent deterministicbroad-

cast algorithm for TDMA-based ad-hoc networks. Their broadcast protocol called thepoly-

logarithmic broadcast(PB, for short) algorithm has many attractive properties. First, the ac-

curacy of their broadcast protocol is always guaranteed independently of the current node’s

neighbors and of their rates of mobility. Each node computes its own transmission sched-

ule depending only on the network size and the maximum degree, not depending on any

knowledge of the network topology or the identity of the neighbors. Each node can deter-

ministically specify the slots of the frame, in which the node is allowed to transmit a message.

Therefore, no computational overhead is associated with the transmission of a message and

no periodical recomputation of the transmission schedule is needed. In addition, a prior

known bound on the maximum delay for broadcast completion time can be determined in

advance. These make it attractive and suitable for multimedia applications in high mobility

environments. Certainly, the shorter the frame length, the more efficient the protocol.

However, the PB algorithm still suffers some drawbacks. First, given an ad-hoc network

with n nodes and the maximum degree∆, it generates(h! − 1)2h
(
log n

h

) ∈ Ω((log n− h)h)

unnecessarily redundant transmission rounds in each frame, whereh = blog ∆c. All these

redundant transmissions not only severely waste battery power and increase the broadcast

time, but also consume scarce bandwidth in wireless radio links. Besides, they may bring on

hot spots, contention, and congestion in communications [60]. Second, it is only suitable in a

very sparse network; that is, even the network degree∆ is very small, the PB algorithm will

be compelled to switch to thelinear broadcast(LB, for short) algorithm [4], which is the

worst case choice. Finally, in order to compute the allowable transmission rounds in a frame,

every nodes need to execute functionsFind Rounds andGet The Rounds [4]; however,

the time complexity of them are aboutΘ(h!) times that of ours.

Motivated by these reasons, we propose thedimension-combination broadcast(DCB,
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for short) algorithm. Compared with the PB algorithm [4], the DCB algorithm completely

solves the serious redundant transmission problem. It implies that our broadcast algorithm is

faster and consumes less energy and bandwidth resources. The frame length is dramatically

reduced fromL = h!2h
(
log n

h

)
(by their PB protocol) toL

h!
= 2h

(
log n

h

)
(by our DCB protocol),

wheren is the total number of nodes. As far as the frame length is concerned, DCB achieves

anexponentialorder improvement over PB. Finally, even their PB algorithm fails when the

network degree exceeds the threshold2blog n/log log n+1c+1 − 1, our algorithm still works well.

The maximum tolerable network degree by the DCB algorithm is approximately two to eight

times that by their PB algorithm forn ≤ 229.

We also notice that the existing works have focused only on single channel systems. In

literature [10, 25, 41, 80], we know that a multi-channel system outperforms a single chan-

nel system in many aspects, including throughput, reliability, bandwidth utilization, network

scalability, synchronization implementation, admission control, and QoS support. Physi-

cally, these channels can be realized by different carrier frequencies in FDMA systems or by

different orthogonal codes in CDMA systems. Importantly, if the algorithm [4] for a single

channel system does not design carefully, it may not be an easy task to extend the work to

solve a multi-channel problem. In this chapter, on the basis of DCB, we then propose several

different multi-channel broadcast algorithms with multiple reception capacity for different

network system environments. In contrast with single channel systems, the frame length is

significantly reduced in multi-channel systems. With the additional support of GPS and the

transceivers with tunable transmission power/range ability, the maximum tolerable network

degree is also highly promoted. Location information has been exploited in several issues

in the MANET such as routing [40] and random media access control [62, 80], but none of

any previous works explore for the broadcast problem in TDMA networks. All our proposed

algorithms are simple and easily implementable in a distributed way. Network designers can

decide which of the algorithms is preferred according to the network equipment and global

parameters such as the network size, the channel number, and the maximum degree. Finally,

we guarantee that, for all our proposed protocols, there are no redundant transmissions in a

frame. It implies that, in terms of energy and bandwidth consumption, our solutions reach

the efficient performance.

The remainder of this chapter is organized as follows. In Section 2, the necessary prelim-
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inaries are given. In Section 3, we present and analyze the DCB algorithm for single channel

systems. Based on the DCB algorithm, three non-location-aware multi-channel broadcast

algorithms are proposed in Section 4. In Section 5, we present two location-aware multi-

channel broadcast algorithms. In Section 6, we summarize our results and conclude the

chapter.

2.2 Preliminaries

2.2.1 Definitions and The Model

A multihop mobile radio network used to pass messages containing data and control infor-

mation can be modelled as an undirected graphG = (V, E) in which V , |V | = n, is the

set of mobile hosts and there is an edge(u, v) ∈ E if and only if u andv are in the trans-

mission range of each other. In this case, we say thatu and v are neighbors. The edge

set mayvary over time because of nodal mobility. The set of the neighbors of a nodev is

N(v) = {u|(u, v) ∈ E} and |N(v)| is the degree ofv. The degree of the networkG is

denoted by∆ = max{|N(v)| | v ∈ V }. The distanced(u, v) betweenu andv is defined

as the minimum number of hops betweenu andv. The maximum distance between any two

vertices ofG is called the diameterD of the network. Given the sources of a message, all

the nodesv such thatd(s, v) = ` ≤ D are said to belong to thèth layer of the network,

where0 ≤ ` ≤ D. We assign each nodev in the network a unique identifer (ID) by a number

in ℵ = {0, 1, . . . , n− 1}, where|ℵ| = n. Each channel is uniquely assigned by a number in

H = {0, 1, . . . , ρ− 1}, where1 ≤ ρ < n.

In this chapter, the multi-channel TDMA network model is assumed by following the

same model as defined in [41]. The transmission time on each channel is divided into time

slots (orrounds), which are in turn grouped intoframes. Nodes in the network are assumed

to be synchronized and that the round length is the same for each node. Each mobile radio

host in a multi-channel network is equipped with the transceivers (a single transmitter and

multiple receivers). Depending on the ability of the transceivers, each node can communicate

with others either in the full-duplex mode or in the half-duplex mode. In the full-duplex

mode, each host can transmit only one packet on one channel but receive multiple packets
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on all channels in one slot simultaneously [41]. However, in the half-duplex mode, each

host cannot transmit and receive at the same time [3, 10]. On a single channel, two types

of communication collisions will arise [10, 25, 41]. The primary collision occurs when a

node transmitting in a given slot is receiving in the same slot on the same channel. This also

implies the converse: a receiving node cannot be transmitting on the same channel at the

same time. The secondary collision occurs when node receives more than one packet in a

slot on the same channel. In both cases, all packets are rendered useless. All these facts imply

that only the half-duplex mode is allowed in single channel systems. To this end, we assume

that if more than one nodes is transmitting on the same channel such that the packets overlap

in time, then collision occurs on that channel. On the other hand, simultaneous reception of

packets on other channels is not affected.

To deal with the broadcast problem, we need the following definitions and assumptions

relative to theconflicting set. They are already established in [4], but we include them here

for completeness.

Definition 2.2.1. [4] During the broadcast process, the nodes that in a given round have

received a messageM are said to becoveredby the broadcast. The nodes that have not

receivedM are said to beuncovered. Given a nodev, NC(v) denotes its covered neighbors

andNU(v) indicates its uncovered neighbors.

Definition 2.2.2. [4] A set R of covered nodes is aconflicting setwhen there is at least

a neighbor common to all the nodes inR that has not received a message from them yet;

namely,∩v∈RNU(v) 6= ∅.

We also comply with the following assumptions made in [4]. (1) At least one node in

the MANET from a conflicting set remains in the transmission range of any neighboring

uncovered node. (2) During the entire broadcast process, the network is required always to

beconnected. In other words, each uncovered node in the network must be able to receive a

message.

The authors in [4] have proposed the deterministic distributed broadcast protocol for

single channel multihop networks. Here we only slightly adjust their protocol description

such that it can be adapted in multi-channel environments. The multi-channel protocolΠ

executed at each node in the network is in the following way.
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1) The broadcast starts from the source’s initiation at round 0 and is completed at round

t if all nodes have correctly received the messageM at one of the round0, 1, 2, ..., t.

2) Depending on the transceivers and the requirements of the protocols, every nodes

communicate either in the half-duplex mode or in the full-duplex mode. However,

in multi-channel systems, we assume every nodes work in the full-duplex mode unless

additional statements. A node receives a messageM in a specific round, if and only

if, M is transmitted byanyone of its neighbors on a channel without collision.

3) The action of a node in a specific round is deterministically established by its initial

input; namely, its own IDmy ID, the total number of channelsρ, the total number

of nodesn, and the degree of the network∆. With the support of GPS, input of

the location-aware protocols may include additionally updated location information

(x, y) ∈ <2.

4) Every node in the MANET during the entire broadcast process that has moved from

an uncovered neighbors to a covered one must at some time be the neighbor of a node

which has already received the broadcasted messageM, and will receiveM from it

[4] using a failsafe recovery procedure such as in [58, 69].

The broadcast thus proceeds according to a two-dimensional transmission scheduleLΠ =

〈T1, T2, . . . , Tt〉. Each transmission setTi = {(v, j)|v ∈ ℵ andj ∈ H} is composed of the

set of two-tuples. Each element(v, j) ∈ Ti specifies that the nodev ∈ ℵ acts as a (potential)

transmitter on channelj ∈ H in roundi, where1 ≤ i ≤ t.

2.2.2 General Broadcast Scheme

We slightly revise the general broadcast scheme proposed in [4] to make it suitable for multi-

channel systems. Table 2.1 shows the scheme It is noteworthy that, by this scheme, mul-

tiple concurrent broadcasts are allowed [4]. Each node that either generated or received

a messageM is allowed to transmit it on a channel only in certain rounds in a frame.

The node calculates these slots (at the set up of the network, or any time the number of

the nodes in the network changes) by means of theRound Numbers procedure. The set
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Table 2.1: General multi-channel broadcast scheme.

PROCEDURERound Numbers(n, ∆, ρ);

begin

Transm = Get The Rounds(n, ∆, ρ);

end;

Transm = {(i, j)|1 ≤ i ≤ L andj ∈ H} is composed of the set of two-tuples. Each ele-

ment(i, j) ∈ Transm indicates that in roundi, the node is allowed to transmit a message on

channelj. The setTransm is obtained by scheduling, in a deterministic way, the transmis-

sions of the covered nodes to guarantee the correct delivery of the message independently of

the possibility of collisions. Furthermore, it remains unchanged in each frame, regardless of

changes in the network topology. Therefore, no computational overhead is associated with a

message and no periodical recommputation of transmission schedule is needed.

It has been shown [4] that this scheme fulfills the broadcast of the messageM in a layer

by layer fashion. In other words, each nodev such thatd(s, v) = ` transmitsM issued by

the source nodes afterM has been transmitted by all the nodes in the layer`− 1 and before

each node in the layer̀+ 1 will transmit it, 0 ≤ ` ≤ D. The broadcast completion time

is thus bounded byt ≤ DL rounds as long as the functionGet TheRoundscan correctly

forward the message from a given layer to the subsequent one in theL rounds of a frame.

2.2.3 Multichannel Linear Broadcast

In this subsection, we propose a simple broadcast algorithm called themulti-channel linear

broadcast(MLB, for short) algorithm that achieves the above-mentioned requirements and

properties. The detailed description is shown in Table 2.2. The nodei ∈ ℵ is allowed to

transmit in round1 + bi/ρc using channeli modρ. For each channel, at most one node is

allowed to transmit in each round in a frame, thus no collision can ever occur. Whenρ = 1,

MLB is reduced to the linear broadcast algorithm [4]. Consider a multihop network withn
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Table 2.2: Multichannel linear broadcast algorithm.

FUNCTIONGet The Rounds(n, ∆, ρ): (round, channel);

begin

output (1 + bmy ID/ρc, my ID modρ);

end;

nodes, the frame length of the MLB protocol isL1 = dn/ρe. The broadcast completion time

is hence bounded byDdn/ρe.
In many normal circumstances, for some channels, by allowing more than one node

to transmit in a round, we can still guarantee the mobility independence property while

correctly forwarding the message. The broadcast time can therefore be shorten. It is clear

that, unless the network is too dense, the MLB algorithm is the worst case choice. We can

attain this goal by designing the combinatorial algorithms such that thehitting requirements

are satisfied. That is, given a transmission schedule〈T1, T2, . . . , TL〉 of a frame and any

nonempty conflicting setR, there exists at least a transmission setT = {(v, j)|v ∈ ℵ, j ∈
H} ∈ 〈T1, . . . , TL〉 such that either one of the following conditions is true: (1)|R∩V (T )| =
1, whereV (T ) = {v|(v, j) ∈ T}. (2) |R ∩ V (T )| > 1; however, there is only one node

v∗ ∈ R ∩ V (T ) using the channelj∗ for transmission, wherej∗ ∈ C(T ) = {j|(v, j) ∈ T}.
In this chapter, we will present novel algorithms that, given two nonempty sets of integers

ℵ andH, distribute the elements of any nonempty setR ⊆ ℵ in a familyF of L subsets of

(ℵ,H) pairs, so that the hitting requirements are satisfied. In this case, we say thatF hits

R. This family can be regarded as the transmission sets of nodes allowed to transmit in a

specific round on some specific channels, so as to always guarantee the correct delivery of a

message.

Clearly, different broadcast transmission scheduling (Get The Rounds functions) will

result in different broadcast protocols. Our chief concern in this chapter is the bandwidth-

efficientGet The Rounds functions’ design and the main objective is to minimize the frame
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length constrained to given network resources.

2.3 Dimension-Combination Broadcast

In single channel networks, the authors in [4] proposed the mobility-transparent deterministic

broadcast algorithm, called the polylogarithmic broadcast (PB) algorithm, for sparse network

topologies. They first assign each node a unique number from the setP = {1, 2, . . . , n−1, n}
as its ID. In order to satisfy the hitting property, they develop the combinatorial algorithm

Divide to partition the set of integers optimally at the bottom. Then they use the func-

tion Smash from the top to divide the setP recursively. According to the degree of the

network∆, they derive the appropriate depth of the recursion to generate all transmission

sets. Thereafter, they use two functionsGet The Rounds andFind Rounds to compute

the allowable transmission rounds in a frame for each network node. However, the solu-

tion combining both of the functionsDivide andSmash to obtain the transmission sched-

ule in a bottom-up manner only achieves the local optimum. Because of the recursion,

there are(h! − 1)2h
(
log n

h

) ∈ Ω((log n− h)h) redundant transmission rounds in each frame,

whereh = blog ∆c. Owing to this reason, we adopt the top-down approach to develop

the dimension-combination broadcast(DCB, for short) algorithm and elaborate on it in the

sequel.

2.3.1 Definitions

Initially, each of then stations in the MANET can be assigned a distinct ID number in the

range from0 to n − 1 [59]. We consider|ℵ| = n = 2k and all logarithms are assumed to

be base 2. The reader will not fail to see that they are assumed for simplicity only and the

general case is similar. Given an integerv ∈ ℵ, let Binary(v) = (vkvk−1 . . . v2v1) denote

its binary string. Thus every integer inℵ can be represented by a unique binaryk-tuples

(vkvk−1 . . . v2v1), wherevi ∈ {0, 1}. The ith bit corresponds to theith dimension. For

example,ℵ = {0, 1, . . . , 14, 15}, v = 13 ∈ ℵ, andBinary(13) = (1101). We can partition

the setℵ along theith dimension into two subsets according to the value of theith bit. For

example, letℵ = {0, 1, 2, 3} = {00, 01, 10, 11}. We can partition the setℵ along the first
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dimension into two subsets{00, 10} and{01, 11}.

Definition 2.3.1. Let R be any nonempty set of integers whose maximum elementγ ≤
2k − 1. The setR (

bi bi−1 ··· b2 b1
pi pi−1 ··· p2 p1

) ⊆ R is defined as the set in which all thepjth bit values

of the integers are equal tobj, for all 1 ≤ j ≤ i ≤ k and bj ∈ {0, 1}. In other words,

R (
bi bi−1 ··· b2 b1
pi pi−1 ··· p2 p1

)
={(vkvk−1 . . . v2v1) ∈ R|vpi

= bi, vpi−1
= bi−1, . . . , vp1 = b1}.

For example, letℵ = {0, 1, . . . , 15}, thenℵ ( 1 0
3 2 ) ={(v4v3v2v1) ∈ ℵ|v3 = 1, v2 = 0} =

{∗10∗} = {0100, 0101, 1100, 1101} = {4, 5, 12, 13}, where “∗” means “don’t care”. We

can partitionℵ along dimensions 2 and 3 into four subsetsℵ ( 0 0
3 2 ), ℵ ( 0 1

3 2 ), ℵ ( 1 0
3 2 ), and

ℵ ( 1 1
3 2 ). Given the setℵ = {0, 1, . . . , 2k − 1}, it is easy to show that we can divide it along

anyh different dimensions into2h subsets and each size will be equal to2k−h, 0 ≤ h ≤ k.

Definition 2.3.2. Given a nonempty setR ⊆ ℵ, the feasible partition dimension setD =

{d1, d2, . . .} over R is defined as the set where the bit values of thedith dimension of the

integers inR are not all equal, for alldi ∈ D.

For example,R = {8, 12} = {1000, 1100}, thenD = {3}. R = {32, 33, 36, 37, 49, 53,

54} = {100000, 100001, 100100, 100101, 110001, 110100, 110101}, thenD = {1, 3, 5}.
Note thatD = ∅ when|R| = 1.

2.3.2 Basic Idea

The idea1 behind our broadcast protocol is to construct a full binary tree, called thedimen-

sion partition tree, whose root is the nonempty conflicting setR such that at least one leaf

contains only one node. The internal nodes of the dimension partition tree are associated

with groups of two or more nodes. According to the bit values of the binary expansion of

node IDs on a specific dimension ofD, those nodes of the same height will be assigned

to the left or right subtree rooted at that node. Considerℵ = {0, 1, . . . , 63} and the set

R = {32, 33, 36, 37, 49, 53, 54} = {100000, 100001, 100100, 100101, 110001, 110100,

110101}. In order to construct the dimension partition tree,R is first partitioned along the

first dimension into two subsetsR ( 0
1 ) andR ( 1

1 ), whereR ( 0
1 ) = {100000, 100100, 110100}

1This subsection is the joint work of Zi-Tsan Chou and Young-Ching Deng. See [23].
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1   0   0   0   0   0 1   0   0   1   0   0
1   1   0   1   0   0

1   0   0   0   0   1
1   1   0   0   0   1

1   0   0   1   0   1
1   1   0   1   0   1

1   0   0   0   0   0
1   0   0   0   0   1
1   0   0   1   0   0
1   0   0   1   0   1
1   1   0   0   0   1
1   1   0   1   0   0
1   1   0   1   0   1

1   0   0   0   0   0
1   0   0   1   0   0
1   1   0   1   0   0

1   0   0   0   0   1
1   0   0   1   0   1
1   1   0   0   0   1
1   1   0   1   0   1

Figure 2.1: A dimension partition tree whose root isR and whose height isblog |R|c.

andR ( 1
1 ) = {100001, 100101, 110001, 110101}. Because none of them is singleton, par-

tition process need continue. Both ofR ( 0
1 ) and R ( 1

1 ) are further divided via the third

dimension. Since the size ofR ( 0 0
3 1 ) = {100000} is equal to one, the partition process can

stop. Figure 2.1 shows the detailed partition process and its corresponding dimension par-

tition tree of heightblog |R|c = 2. By observing the construction process of the dimension

partition tree, we have the following lemma2.

Lemma 2.3.1. Let R ⊆ ℵ and2h ≤ |R| < 2h+1. For eachh, 0 ≤ h < log n, we have

the following results. (1)|D| ≥ h. (2) We can partitionR via at most someh different

dimensions fromD into m = 2h subsetsR1, R2, . . . , Rm such that there exists at least one

setR∗ ∈ {R1, R2, . . . , Rm} and|R∗| = 1.

On the basis of the dimension partition tree, we implement ourdivision(partition) method

by the functionDivide shown in Table 2.3. The job of the functionDivide(ℵ, h) is to

partition the setℵ along all the possibleh-combinations of the dimensions in the lexico-

graphic order. Given the degree of the network∆, the function callDivide(ℵ, h) with

the parameterh = blog ∆c will return L2 = 2h
(
log n

h

)
subsets ofℵ. All these sets are

composed of the transmission sets{T1, T2, . . . , TL2} of a frame. Given any nonempty con-

flicting setR, since1 ≤ |R| ≤ ∆, by Lemma 3.3, the total number of dimensions used

2This lemma has been proven by Young-Ching Deng.
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to partition R to construct its corresponding dimension partition tree will never exceed

h = blog ∆c. Therefore, we can expect that after partitioning the setℵ along all the possi-

ble h-combinations of the dimensions to generate a familyF ⊆ 2ℵ, there will exist at least

one set, sayT ∈ F , such that|T ∩ R| = |R∗| = 1. In this case,F hits R. For example,

ℵ = {0, 1, . . . , 63}, R = {32, 33, 36, 37, 49, 53, 54}, andD = {1, 3, 5}. Let 4 ≤ ∆ < 8

andh = blog ∆c = 2. Table 2.5 shows the transmission sets{T1, T2, . . . , T60} generated by

Divide(ℵ, 2) and their corresponding rounds. Compared with Figure 2.1 and Table 2.5, we

can find thatT5 ∩R = R ( 0 0
3 1 ) = {32}; namely,T5 hitsR.

2.3.3 The Algorithm

Once we have a constructive way to generate all transmission sets, the final step for the DCB

algorithm is to develop the functionGet The Rounds, through which each node can derive

its allowable transmission rounds in a frame by only its ID. One advantage of our division

method is that it allows us to developGet The Rounds easily without explicitly computing

and counting every transmission sets. Thus the algorithm time complexity can be reduced

and the broadcast protocol can achieve a fully distributed way. Indeed, the DCB algorithm

shown in Table 2.4 attains this goal. On the whole, we have the following theorem [23].

Theorem 2.3.1.Consider a single channel TDMA-based ad-hoc network withn nodes and

the maximum degree∆ = 2h+1 − 1, 1 ≤ h < log n, in which each nodev executes the

DCB algorithm. First, the functionDivide(ℵ, h) returns no redundant transmission sets.

Second, in a frame of lengthL = 2h
(
log n

h

)
, the messageM can be correctly forwarded

between any two consecutive layers. Finally, the DCB algorithm completes the broadcast

within t ≤ D2h
(
log n

h

)
rounds in multihop networks with the diameterD.

In order that all nodes could be in agreement with the maximum degree∆, the authors

in [4] suggest that a separate, dedicated, out-of-band signaling is used to disseminate the

information on the current network degree. Consider a multihop networks withn nodes and

the maximum degree∆ = 2h+1 − 1, 1 ≤ h < log n. For each integerh, if the frame

lengthL2 = 2h
(
log n

h

)
exceedsn, then the DCB protocol will be compelled to switch to

the linear broadcast (LB, for short) algorithm. In other words, given the network sizen,

the maximum value ofh satisfying the inequality2h
(
log n

h

)
< n indicatesthe range of the
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Table 2.3: TheDivide(ℵ, h) function.

FUNCTIONDivide(ℵ, h): Set of Transmission Sets;

begin

for (i = 0; i < h; i++)

set[i] = i + 1;

position =h− 1; count=1;

k = dlog |ℵ|e;
while (count≤ (

k
h

)
)

begin

for (i = 0; i < 2h; i++)

begin

bhbh−1 . . . b2b1 = Binary(i);

output T2h×(count−1)+i+1 = ℵ
(

bh bh−1 ··· b2 b1
set[h−1] set[h−2] ··· set[1] set[0]

)
;

end

if (set[h− 1]==k)

position−−;

else

position =h− 1;

set[position]++;

for (i=position+1;i < h; i++)

set[i] = set[i− 1] + 1;

count++;

end

end;
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Table 2.4: The dimension-combination broadcast algorithm.

FUNCTIONGet The Rounds(n, ∆): Set of integers;

begin

k = dlog ne;
bkbk−1 . . . b2b1 = Binary(my ID);

h = blog ∆c;
for (i = 0; i < h; i++)

set[i] = i + 1;

position =h− 1; count=1;

rank=0; subrank=0;

Transm = ∅;
while (count≤ (

k
h

)
)

begin

for (i = 0; i < h; i++)

subrank = subrank +bset[i] × 2i;

round = 2h× rank + subrank + 1;

Transm = Transm ∪ round;

rank++; subrank = 0;

if (set[h− 1]==k)

position−−;

else

position =h− 1;

set[position]++;

for (i=position+1;i < h; i++)

set[i] = set[i− 1] + 1;

count++;

end

output Transm;

end;
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Table 2.5: Consider an ad-hoc network withℵ = {0, 1, . . . , 63} andh = blog ∆c = 2 (4 ≤
∆ < 8). The functionDivide(ℵ, 2) will generate 60 transmission sets{T1, T2, . . . , T60}.
The following table shows the transmission sets and their corresponding rounds.

rank subrank transmission set roundrank subrank transmission set round

0 0 ****00 1 7 2 *1**0* 31

1 ****01 2 3 *1**1* 32

2 ****10 3 8 0 0***0* 33

3 ****11 4 1 0***1* 34

1 0 ***0*0 5 2 1***0* 35

1 ***0*1 6 3 1***1* 36

2 ***1*0 7 9 0 **00** 37

3 ***1*1 8 1 **01** 38

2 0 **0**0 9 2 **10** 39

1 **0**1 10 3 **11** 40

2 **1**0 11 10 0 *0*0** 41

3 **1**1 12 1 *0*1** 42

3 0 *0***0 13 2 *1*0** 43

1 *0***1 14 3 *1*1** 44

2 *1***0 15 11 0 0**0** 45

3 *1***1 16 1 0**1** 46

4 0 0****0 17 2 1**0** 47

1 0****1 18 3 1**1** 48

2 1****0 19 12 0 *00*** 49

3 1****1 20 1 *01*** 50

5 0 ***00* 21 2 *10*** 51

1 ***01* 22 3 *11*** 52

2 ***10* 23 13 0 0*0*** 53

3 ***11* 24 1 0*1*** 54
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rank subrank transmission set roundrank subrank transmission set round

6 0 **0*0* 25 2 1*0*** 55

1 **0*1* 26 3 1*1*** 56

2 **1*0* 27 14 0 00**** 57

3 **1*1* 28 1 01**** 58

7 0 *0**0* 29 2 10**** 59

1 *0**1* 30 3 11**** 60

tolerable network degrees2h ≤ ∆ ≤ 2h+1 − 1, in which the DCB outperforms the LB.

The range of the tolerable network degrees by the PB algorithm can be derived in a similar

way. From Figure 2.2, we can find that the maximum tolerable network degree by the DCB

algorithm is approximately two to eight times that by the PB algorithm forn ≤ 229.

2.4 Multichannel Broadcast

On the basis of the DCB algorithm, in this section, we propose three deterministic broad-

cast algorithms for multi-channel systems with multiple reception capacity. In contrast with

single channel systems, we hope that the frame length can be significantly reduced in multi-

channel systems. Clearly, givenρ channels and the optimal frame lengthL∗ for signal chan-

nel systems, the best performance that we can hope to attain is roughlyL∗/ρ.

2.4.1 Channel-Modulo Dimension-Combination Broadcast

The simplest way to extend the DCB algorithm to multi-channel systems is using the modulo

operation. Initially, we assign uniformly then nodes to theρ channels by the modulo oper-

ation; that is, nodei ∈ ℵ chooses the channeli mod ρ. Then we proceed to perform the

DCB algorithm on the group of nodes assigned to each of the channels individually. Table

2.6 shows thechannel-modulo dimension-combination broadcast(CMDCB, for short) algo-

rithm. By Theorem 2.3.1, nodes associated with the same channel can correctly forward the

message between any two consecutive layers by the DCB algorithm. In addition, simultane-
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Figure 2.2: The range of the tolerable network degrees vs. network size for DCB and PB.

ous reception of packets on other channels is not affected. The correctness of the CMDCB

algorithm for multi-channel systems is thus evident. Consider a multihop network withn

nodes and maximum degree∆ = 2h+1 − 1, 1 ≤ h < log n, the frame length of the CMDCB

protocol isL3 = 2h
(dlog dn/ρee

h

)
. The broadcast completion time is hence bounded byDL3.

Obviously, the more the number of channels, the shorter the frame length. However, to en-

sure the formulaL3 meaningful, the value ofρ should satisfy the constrainth ≤ dlog dn/ρee;
namely,ρ ≤ n/2h. To sum up, whenρ = n/2h, the frame lengthL3 leads to the minimum.

2.4.2 Parallel-Transmission Dimension-Combination Broadcast

The basic idea behind theparallel-transmission dimension-combination broadcast(PTDCB,

for short) algorithm is that if we allow more than one transmission sets for single channel

systems to transmit in a slot by different channels, the broadcast time can thus be shorten.

Observing Tables 2.3, 2.4, and 2.5, we can find that the transmission sets which are mutually

disjoint can concurrently transmit messages without violating the hitting requirements, if we

assign different channels to these sets. In other words, ifTa ∩ Tb = ∅ in single channel

systems, then bothTa andTb can transmit messages in the same slot using different channels

in multi-channel systems. LetPi = {Ti×2h+1, Ti×2h+2, . . . , T(i+1)×2h}, whereTj ∈ Pi is one
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Table 2.6: The channel-modulo dimension-combination broadcast algorithm.

FUNCTIONGet The Rounds(n, ∆, ρ);

begin

channel = my ID mod ρ;

my new ID = 1 + bmy ID/ρc;
execute theDCB Algorithm by my new ID

to compute the allowable transmission rounds;

end;

of the transmission sets generated byDivide(ℵ, h) andi× 2h + 1 ≤ j ≤ (i + 1)× 2h. We

have the following theorem.

Theorem 2.4.1.Given any two transmission setsTa andTb, if a 6= b andTa, Tb ∈ Pi, then

Ta ∩ Tb = ∅ for all i× 2h + 1 ≤ a, b ≤ (i + 1)× 2h and0 ≤ i ≤ (
log n

h

)− 1.

Proof. According to the functionDivide(ℵ, h), any two transmission setsTa andTb belong-

ing to the samePi have the form ofTa = ℵ ( ah ah−1 ··· a1
ph ph−1 ··· p1

)
andTb = ℵ (

bh bh−1 ··· b1
ph ph−1 ··· p1

)
, where

(ahah−1 . . . a1) = Binary(a) and(bhbh−1 . . . b1) = Binary(b). Sincea 6= b, there must

exist at least one elementp` ∈ {p1, p2, . . . , ph} such thata` 6= b`, where1 ≤ ` ≤ h. The bit

values of thep`th dimension of all the integers inTa are equal toa`, whereas those inTb are

equal tob`. HenceTa ∩ Tb = ∅. The theorem thus follows.

By Theorem 4.1, we know that at mostmin{ρ, 2h} transmission sets can use different

channels for concurrent transmission. Following this strategy, we can obtain the PTDCB

algorithm by replacing the following instructions in the DCB algorithm

round = 2h× rank + subrank + 1;

Transm = Transm ∪ round;

by the instructions below.
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channel = subrank mod ρ;

round = d2h/ min{ρ, 2h}e × rank + bsunrank/ρc+ 1;

Transm = Transm ∪ (round, channel);

Similar to the arguments in the previous subsection, the correctness of the PTDCB algo-

rithm for multi-channel systems can be easily proved. Consider a multihop network withn

nodes and maximum degree∆ = 2h+1 − 1, 1 ≤ h < log n, the frame length of the PTDCB

protocol isL4 = d2h/min{ρ, 2h}e(log n
h

)
. The broadcast completion time is hence bounded

by DL4. Clearly, whenρ = 2h, L4 achieves the minimum.

2.4.3 Color-Hit Dimension-Combination Broadcast

Again, consider the same example shown in Figure 2.1. Given the conflicting setR = {32,

33, 36, 37, 49, 53, 54} = {100000, 100001, 100100, 100101, 110001, 110100, 110101}, if

the setsR ( 0 0
3 1 ), R ( 0 1

3 1 ), R ( 1 0
3 1 ), andR ( 1 1

3 1 ) concurrently transmit messages using chan-

nels 0, 1, 2, and 3 respectively, thenR ( 0 0
3 1 ) = {100000} can successfully delivery the

message since only one node inR uses the channel 0. On the basis of the dimension par-

tition tree, we propose thecolor-hit dimension-combination broadcast(CTDCB, for short)

algorithm, in which the hitting requirements are satisfied by the scheduled channel usage.

The detailed description is shown in Table 2.7. The correctness for the CTDCB algorithm is

similar to the arguments in Section 3.2 and thus can be easily proved. To ensure that the CT-

DCB algorithm can work functionally, the total number of channelsρ should be no less than

2blog ∆c. Consider a multihop network withn nodes and the maximum degree∆ = 2h+1− 1,

1 ≤ h < log n, the frame length of the CTDCB protocol isL5 =
(

log n
blog ρc

)
. The broadcast

completion time is hence bounded byDL5. Even thoughρ ≥ 2h, the worthier occasion to

run the CTDCB algorithm rather than the PTDCB algorithm is whenL5 ≤ L4. Put these

together, the CTDCB protocol is adoptable whenb log n
2
c ≤ h ≤ blog ρc.

2.4.4 Remark

Up to the present, we have proposed four distributed deterministic broadcast algorithms for

multi-channel systems including MLB, CMDCB, PTDCB, and CTDCB. Obviously, unless
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Table 2.7: The color-hit dimension-combination broadcast algorithm.

FUNCTIONGet The Rounds(n, ∆, ρ): Set of(round, channel) pairs;

begin

k = dlog ne;
bkbk−1 . . . b2b1 = Binary(my ID);

δ = blog ρc;
for (i = 0; i < δ; i++)

set[i] = i + 1;

position =δ − 1; Transm = ∅;
round = 1; channel = 0;

while (round ≤ (
k
δ

)
)

begin

for (i = 0; i < δ; i++)

channel = channel + bset[i] × 2i;

Transm = Transm ∪ (round, channel);

round++; channel= 0;

if (set[δ − 1]==k)

position−−;

else

position =δ − 1;

set[position]++;

for (i=position+1;i < δ; i++)

set[i] = set[i− 1] + 1;

end

output Transm;

end;
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Table 2.8: General location-aware multi-channel broadcast scheme.

PROCEDURELocation Aware Broadcast(n, ∆, ρ);

begin

while (broadcast is unfinished)

if (at the beginning of a frame)

update its current location(x, y) ∈ <2 via a GPS receiver;

Transm = Get The Rounds((x, y), n, ∆, ρ);

end if;

end while;

end;

the network is too dense, the MLB protocol is not preferred. Consider a multihop networks

with n nodes and the maximum degree∆ = 2h+1 − 1, 1 ≤ h < log n. For each integerh, if

the value ofmin{L3, L4, L5} exceedsdn/ρe, then all these algorithms will be compelled to

switch to the MLB algorithm.

In general, when the total number of channels is few, the PTDCB performs best among

all because of its shortest frame length. However, an algorithm (PTDCB) may appear attrac-

tive because of shorter frame length, but may indeed perform poorly for larger number of

channels because of limited degree of transmission concurrency. In MLB and CMDCB, the

whole channels are fully utilizable evenρ is large. In other words, MLB and CMDCB offer

better channel scalability.

2.5 Location-Aware Multichannel Broadcast

Almost all the above-mentioned algorithms are only suitable in a sparse network. In contrast

with single channel systems, we hope that, in multi-channel systems, the maximum tolerable

network degree can be also highly promoted. Fortunately, with the auxiliary of GPS and the
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Figure 2.3: The GDCB model. Part (a) shows the relation between maximum transmission

ranger and the side lengthd of grids. That is,d = r. In addition, ten mobile hosts0© ∼
9© are dispersed randomly over the 2D geographic region. The integer pairs are the grid

coordinate. In this figure, we can find that, with the help of GPS, the number of (potential)

interfering neighbors of the node4© is reduced from 3 to 1. Part (b) shows one possible

channel assignment for the grid configuration. The integer within in the grid is the channel

number.

transceivers with tunable transmission power/range ability, we can attain this goal. Table 2.8

shows the general location-aware deterministic multi-channel broadcast protocol
−→
Π . Com-

pared with Table 2.1, we can find that reducing the influence of the maximum degree on the

frame length is achieved at the expense of the periodical recomputation of the transmission

schedule by its updated location information at the beginning of each frame. By the protocol
−→
Π , correct forwarding a messageM between any two consecutive layers is still guaranteed

within a deterministically bounded frame length and without depending either on the knowl-

edge of current neighbors or on the rate of their mobility. Therefore, the protocol
−→
Π is still

topology-independent. Again, by specifying the functionGet The Rounds((x, y), n, ∆, ρ),

we can obtain different location-aware broadcast protocols.

2.5.1 Grid Dimension-Combination Broadcast

The basic idea behind thegrid dimension-combination broadcast(GDCB, for short) algo-

rithm is very simple; in brief, we just imitate the organization of cellular/cluster networks.
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This approach is widely adopted in many issues for the MANET [18, 40, 62, 80]. In our

model of the ad-hoc network, nodes are dispersed randomly over a two-dimensional pre-

defined geographic region. Each node is assumed to know its own position by virtue of its

GPS receiver but not the position of any other nodes in the network. The pre-defined geo-

graphic region is partitioned into logical grids as illustrated in Figure 2.3(a). Each grid is

a square of sized × d. Let ℵ∞ = {0, 1, 2, 3, . . .}. Grids are numbered〈x, y〉 ∈ 〈ℵ∞,ℵ∞〉
following the conventionalxy-coordinate. Each node must know how to map its physical

location(x, y) ∈ <2 to the corresponding grid coordinate〈x′, y′〉. As illustrated in Figure

2.3(a), we assign〈x′, y′〉 = 〈bx
d
c, by

d
c〉 throughout this chapter.

The GDCB algorithm is composed of two parts. One is the channel assignment and the

other is the transmission scheduling. As to the channel assignment, for each grid, we assign

a channel to it. When a node is located in a grid〈x, y〉, it will use the channelc〈x, y〉 ∈ H =

{0, 1, . . . , ρ− 1} assigned to〈x, y〉 for transmission. Letri be the transmission range of the

nodei andr = max{ri|i ∈ ℵ}. Determining the optimal values ofr andd is not an easy

task. Here we restrict the value ofr to be no more thand. In our design, both of the node

A located in〈x1, y1〉 and the nodeB located in〈x2, y2〉, wherex1 6= x2 or y1 6= y2, that

satisfy the inequalitymax{|x1 − x2|, |y1 − y2|} ≤ 2 are forbidden to use the same channel

to prevent co-channel interference. To attain this goal, we can simply apply the distance-2

coloring algorithms [70, 80] for cellular or packet radio networks to assign the channel for

each grid herein. Sincer ≤ d, the lower bound ofρ can be easily determined. Let|G|
denote the total number of grids in the pre-defined geographic region. The lower bound of

ρ is 9 when|G| ≥ 9. Figure 2.3(b) shows one possible channel assignment. Besides, in our

design, by means of tuning the transmission power/range, we accommodate up toU users per

grid whereU is a design parameter. Thus, the maximum number of (potential) interfering

nodes which are bounded within a grid is no more thanU − 1. Let A denote the area of

the pre-defined geographic region. If nodes are uniformly distributed over the areaA, U is

on average equal ton×d2

A . Let h̃ = blog(U − 1)c. Given the network degree∆, the value

of h̃ is much smaller thanh = blog ∆c. Evidently, through the grid channel assignment,

frequency reuse can be maximized and the the number of interfering nodes can be reduced.

Consequently, the maximum tolerable network degree can be highly promoted.

As to the transmission scheduling part of the GDCB algorithm, it works the same as the
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Table 2.9: The grid color-hit dimension-combination broadcast algorithm.

PROCEDUREGCHDCB Algorithm(n, ∆, ρ);

begin

while (broadcast is unfinished) //round number ≤ D
(

log n
blog(U−1)c

)

if (at the beginning of a frame)

update its current location(x, y) ∈ <2 via a GPS receiver;

determine the set of allowable transmission channelsΦ(x, y);

compute the transmission scheduleTransm = {(round, channel)},
wherechannel ∈ Φ〈x, y〉, by theCTDCB Algorithm(n, ∆, β);

end if;

end while;

end;

DCB algorithm. Consider a multihop network withn nodes, the frame length of the GDCB

protocol isL6 = 2h̃
(log n

h̃

)
. The broadcast completion time is hence bounded byDL6. Notice

that it is the only approach in this chapter to support thehalf-duplexmode for multi-channel

systems.

2.5.2 Grid Color-Hit Dimension-Combination Broadcast

With the support of GPS, the maximum tolerable network degree is successfully promoted.

However, as we mentioned above, the GDCB algorithm does not make use of the power of

full-duplex transceivers at all. On the other hand, the non-location-aware CHDCB algorithm

works well only when the conditionb log n
2
c ≤ h ≤ blog ρc is satisfied. These motivate us to

propose a hybrid algorithm which combines both of the advantages of GDCB and CHDCB

and overcomes their individual drawbacks.

The grid color-hit dimension-combination broadcast(GCHDCB, for short) algorithm

consists of two parts. One is the grid channel set assignment and the other is the node
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Table 2.10: Comparison of existing mobility-transparent deterministic broadcast protocols.

protocol channel no. frame length density cond. location info. duplex

LB [4] 1 n dense no half

PB [4] 1 h!× 2h
(
log n

h

)
sparse no half

DCB 1 2h
(
log n

h

)
sparse no half

MLB ρ dn
ρ
e dense no full

CMDCB ρ ≤ n
2h 2h

(dlogdn
ρ
ee

h

)
sparse no full

PTDCB ρ d 2h

min{ρ,2h}e
(
log n

h

)
sparse no full

CHDCB ρ ≥ 2h
(

log n
blog ρc

)
dense no full

GDCB ρ ≥ 9 2h̃
(log n

h̃

)
dense yes half

GCHDCB ρ ≥ 9× 2blog Uc (
log n
blog Uc

)
dense yes full

transmission scheduling. The grid channel set assignment part of the GCHDCB algorithm

works as follows. The pre-defined geographic region is partitioned into logical grids fol-

lowing the same way as we described above. We accommodate up toU users per grid

whereU is a design parameter. A grid〈x, y〉 is assigned a set of channelsΦ〈x, y〉 =

{c1〈x, y〉, c2〈x, y〉, . . . , cβ〈x, y〉}, whereβ = 2blog Uc. Given two channel setsΦ1 andΦ2,

they aredisjoint if Φ1 ∩ Φ2 = ∅. In our design, the nodeA located in〈x1, y1〉 and the

nodeB located in〈x2, y2〉, where〈x1, y1〉 6= 〈x2, y2〉, that satisfy the inequalitymax{|x1 −
x2|, |y1− y2|} ≤ 2 should use the disjoint channel sets for transmission; namely,Φ〈x1, y1〉∩
Φ〈x2, y2〉 = ∅. Therefore, the co-channel interference between any adjacent grids can be

avoid. Again, how to assign the channel sets to grids relies on the distance-2 coloring algo-

rithms [70]. It is evident that the total number of assigned channels should be no more than

ρ. In other words, ⋃

(x,y)∈A
Φ〈x, y〉 ⊆ H = {0, 1, . . . , ρ− 1}.

The lower bound ofρ is 9× 2blog Uc when|G| ≥ 9.

As to the node transmission scheduling part of the GCHDCB algorithm, it works as fol-

lows. At the beginning of each frame, each node updates its current location information
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(x, y) via a GPS receiver. Then it determines the corresponding channel setΦ〈x, y〉 via

〈x, y〉. Every nodes within the grid〈x, y〉 can use only channels inΦ〈x, y〉 for transmis-

sion. Finally, each node computes its own transmission schedule by the CHDCB algorithm

with the parametersn, ∆, andβ. Table 2.9 shows the GCHDCB algorithm. Even though

β ≤ U , correct forwarding a messageM between any two consecutive layers within a grid

is guaranteed by the correctness of the CHDCB protocol. Thus the success of the entire

broadcast process is also guaranteed. Consider a multihop network withn nodes, the frame

length of the GCHDCB protocol isL7 =
(

log n
blog Uc

)
. The broadcast completion time is hence

bounded byDL7. With the assistance of GPS and the transceivers with tunable transmission

power/range ability, the value ofU can be confined to a small number. Consequently, the

GCHDCB protocol becomes very efficient. We summarize the results of this chapter in Table

2.10.

2.6 Summary

Many broadcast algorithms have been proposed for mobile ad-hoc networks [3, 4, 12, 14, 23,

28, 45, 47, 60, 61]. Almost all existing algorithms assume the partial/entire network topol-

ogy information and require heavy maintenance costs when the network topology changes

quickly, frequently, and unpredictably. A broadcast algorithm which is deterministic mobility-

transparent is particularly desirable for real-time systems and multimedia applications, es-

pecially in highly mobile environments. In this chapter, following the layer-by-layer broad-

casting approach in [4] but with a whole different transmission scheduling strategy, we have

proposed the dimension-combination broadcast (DCB) algorithm for single channel time-

slotted networks. Compared with the PB algorithm [4], DCB completely eliminates the

serious redundant transmission problem. As a consequence, DCB dramatically reduces the

broadcast completion time, achieving an exponential order improvement over PB. Moreover,

the maximum tolerable network degree by the DCB algorithm is approximately two to eight

times that by the PB algorithm.

On the basis of DCB, we then propose several different multi-channel broadcast algo-

rithms with multiple reception capacity for different network system environments. In con-

trast with single channel systems, the frame length is significantly reduced in multi-channel
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systems. With the additional support of GPS and the transceivers with tunable transmis-

sion power/range ability, the maximum tolerable network degree is also highly promoted.

If the total number of channels is few, PTDCB is the best choice. If the GPS receivers are

available, GCHDCB is highly recommended. All our proposed algorithms are simple and

easily implementable in a fully distributed manner. Network designers can decide which of

the algorithms is preferred according to the given network resources. Most importantly, we

guarantee that, for all our proposed protocols, there are no redundant transmission rounds in

a frame. It implies that, in terms of bandwidth and energy consumption, our solutions reach

the efficient performance.



Chapter 3

Location-Aware Multi-Access Protocols

for Reliable Broadcast

3.1 Introduction

With the revolutionary advances of wireless technology, the applications of the MANET

(mobile ad-hoc network) are getting more and more important, especially in the emergency,

military, and outdoor business environments, in which instant fixed infrastructure or central-

ized administration is difficult or too expensive to establish. In the MANET, pair of nodes

communicates by sending packets either over a direct wireless link or through a sequences of

wireless links including some intermediate nodes. Due to the broadcast nature of the radio

medium and the rapidly dynamic topology changes in the MANET, every algorithms and

protocols developed on it will face many great challenges. In this chapter, we are specially

interested in amedium access control(MAC) protocol for multihop networks with multiple

frequency channels.

A MAC protocol is to address how to allocate the multi-access medium and resolve

potential contention/collision among various stations. MAC protocols proposed so far can

be approximately classified into two categories [5, 13]. One is allocation-based protocols,

and the other is contention-based protocols. Deterministic allocation-based protocols, such

as TDMA (time-division multiple-access) and its variants [41], are primarily designed to

support bounded delay topology-independent transmissions by scheduled slot assignments.
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Nevertheless, these protocols are insensitive to variations in network loads or station con-

nectivity. Although dynamic topology-dependent transmission scheduling protocols [76, 83]

can adjust themselves to station connectivity, they are not suitable for highly mobility en-

vironments due to heavy loads on updated link state information maintenance. As to the

contention-based protocols, such as CSMA/CA and it variants [48, 80, 82], they are primar-

ily designed to support asynchronized transmissions and bursty traffic. However, CSMA/CA

is inherently unstable [31]. Because of this reason, the CARMA protocol based on the deter-

ministic tree-splitting algorithm [31] and its multi-channel counterpart, CARMA-MC [32],

were proposed. In CARMA, in order to maintain a consistent channel view for all stations

in a multihop wireless network, a base station should be set up to govern this task. Hence

it is not suitable for the large-scale MANET. Additionally, CARMA-MC can work correctly

only with the help of thecode assignmentalgorithm [33], through which the network system

may spend long time and massive update messages in getting convergence when topology

changes quickly and frequently. Further, the number of channels required by the code as-

signment algorithm is an order of the square of the maximum degree of the network. So it is

inappropriate for a crowded environment [80, 82].

The authors in [13] define areliable packet transmission as the successful delivery of

the same packet from a source station to each neighbor in the destination set. Most pre-

vious works on MAC protocols including IEEE 802.11 [48], ADAPT [11], CARMA [31],

GRID [80], and DCA [82] are designed to support only reliable unicast transmission. As

indicated in [13, 37, 46, 54], reliable broadcast support at the MAC layer will be of great

benefit to the routing function, multicasting applications, cluster management, and real-time

systems. Obviously, a single reliable broadcast can be implemented by sending one or more

reliable unicast messages. However, this approach is not scalable since the time to complete

a broadcast increases with the number of neighbors. Besides, MAC protocols typically do

not maintain link state information [13]. Recently, several link-level reliable broadcast pro-

tocols have been proposed, including FPRP [83], CATA [76], TPMA [37], ABROAD [13],

and RBRP [54]. All of them work correctly only in time-slotted environments and depend

on the collision detection capacity. In TPMA and RBRP, stations with bad luck in their elim-

ination phase or reservation request phase may lead to starvation. To make matters worse,

all of these protocols may lead to deadlocks. Adeadlock[37, 54, 83] is said to occur if
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two conflicting broadcasts are scheduled in the same slot and the senders do not realize this

conflict. We also notice that all the above-mentioned protocols have focused only on single

channel systems. From many literatures [32, 41, 59, 80, 82], we know that a multi-channel

system outperforms a single channel system in many aspects, including throughput, relia-

bility, bandwidth utilization, network scalability, synchronization implementation, and QoS

support. Physically, these channels can be realized by different carrier frequencies in FDMA

systems or by different orthogonal codes in CDMA systems.

The authors in [13] developed a simple hybrid MAC protocol, called ABROAD, for reli-

able broadcast in single channel environments. ABROAD is a merger of TDMA and MACA

(Multiple Access with Collision Avoidance). Importantly, they try to combine both of the

advantages of the allocation- and contention-based protocols and overcomes their individ-

ual drawbacks. Therefore, ABROAD can dynamically self-adjust its behavior according

to the prevailing network conditions [11, 13]. Following their hybrid approach, but with a

whole different design strategy, we propose novel multi-channel location-aware MAC proto-

cols for link-level broadcast support in a multihop MANET. We call the resulting distributed

protocol “Adaptive Location-Aware Broadcast” (ALAB) protocol. Since a MANET should

operate in a physical area, it is very natural to exploit location information in such an envi-

ronment [24, 80]. Furthermore, with the help of GPS (Global Positioning Systems), every

station can get absolute timing and location information; thus synchronization becomes easy

[24, 37, 54, 59, 83]. The advantages of the ALAB protocol are as follows. (i) ALAB sup-

ports reliable unicast, multicast, and broadcast transmission services in an integrated manner.

That is, unicast and multicast packets are considered as special cases of broadcast packets.

(ii) ALAB is scalable and topology-transparent since it does not require any link state in-

formation. Moreover, the number of channels required for the MANET is independent of

the network topology. (iii) All the starvation, deadlock, hidden terminal, and exposed ter-

minal problems are completely eliminated in ALAB. Accordingly, ALAB is more reliable

than other existing link-level broadcast protocols. (iv) ALAB is a merger ofcondensed

TDMAand thetree-splitting algorithm, thus combining the advantages of the allocation- and

contention-based protocols. Naturally, ALAB provides deterministic access delay bounds

from its base TDMA allocation protocol. At low traffic or density, ALAB outperforms the

pure CSMA/CA because of its embedded stable tree-splitting algorithm; at high traffic or
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Table 3.1: Comparison of MAC protocols with link-level reliable broadcast support.

deadlock real-time topology location channel
protocol possibility support transparent awareness mode

CATA [76] yes yes no no single

FPRP [83] yes no no no single

TPMA [37] yes no yes no single

RBRP [54] yes no yes no single

ABROAD [13] yes yes yes no single

ALAB no yes yes yes multiple

density, ALAB outperforms the pure TDMA because of spatial reuse and dynamic slot man-

agement. In a nutshell, ALAB is well adaptable to local changes in traffic load and network

topology. (v) Because of fully exploiting the frequency reuse and spatial reuse, ALAB de-

livers superior performance than ABROAD, which outperforms IEEE 802.11 and ADAPT

[11, 13], even under the fixed-total-bandwidth model. In Table 3.1, we summarize and com-

pare existing MAC protocols for link-level broadcast support with our yet-to-be-presented

ALAB protocol.

The remainder of this chapter is organized as follows. In Section 2, we describe the

ALAB protocol in detail. The approximate throughput analysis is evaluated in Section 3. In

Section 4, extensive simulations are conducted to evaluate the proposed protocol in varying

ad-hoc network conditions. Section 5 concludes this chapter.

3.2 The ALAB Protocol

3.2.1 Model and Assumptions

A multi-hop mobile radio network used to pass data or control packets can be modelled as

an undirected graphG = (V , E) in whichV (|V| = N ) is the set of mobile stations and there

is an edge(u, v) ∈ E if and only if u andv are in the transmission range of each other. In this
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case, we say thatu andv are neighbors. The edge set mayvary over time because of nodal

mobility. The set of the neighbors of a stationv isN (v) = {u | (u, v) ∈ E} and|N (v)| is the

degree ofv. Each stationv in the network is assigned a unique identifer (ID) by a number

in ℵ = {0, 1, . . . , N − 1}, where|ℵ| = N . In this chapter, all logarithms are assumed to be

base 2. Given an integerv ∈ ℵ, let Binary(v) = (v1v2 . . . vk−1vk) denote its binary string,

wherek = dlog Ne. Thus, every integer inℵ can be represented by a unique binaryk-tuples

(v1v2 . . . vk−1vk), wherevi ∈ {0, 1}.
Within a TDMA network, the time axis is divided into units called (transmission)frames,

and each frame is composed of time slots. Each slot in turn comprises mini-slots. Nodes in

the network are assumed to be synchronized and that the frame length is the same for each

node. Each mobile radio host in a multi-channel network is equipped with the transceivers (a

single transmitter and multiple receivers). Depending on the ability of the transceivers, each

node can communicate with others either in the full-duplex mode or in the half-duplex mode.

In the half-duplex mode, each host cannot transmit and receive at the same time. In the full-

duplex mode, each host can transmit only one packet on one channel but receive multiple

packets on all channels simultaneously [41]. Throughout this chapter, we assume every

node works in the full-duplex mode. On the same channel, two types of communication

collisions will arise [41, 70]. The primary collision occurs when a node transmitting in a

given mini-slot is receiving in the same mini-slot on the same channel. This also implies

the converse: a receiving node cannot be transmitting on the same channel at the same time.

The secondary collision occurs when node receives more than one packet in a mini-slot on

the same channel. In both cases, all packets are rendered useless. To this end, we assume

that if more than one node is transmitting on the same channel such that the packets overlap

in time, then collision occurs on that channel. On the other hand, simultaneous reception of

packets on other channels is not affected [41]. In this chapter, we also assume that a node is

capable of determining the current status of a single radio channel [59]. That is, at the end of

a mini-slot, each node can obtain feedback from the receiver specifying whether the status

of a radio channel is:

• NULL: no transmission on the channel

• SINGLE: exactly one transmission on the channel
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Figure 3.1: Parts (a) and (b) show the relations among transmission rangeri, the side length

d1 of grids, and the side lengthd2 of hexagons. That is,
√

2d1 ≤ ri ≤ 2d1 and2d2 ≤ ri ≤√
7d2.

• COLLISION: two or more transmissions on the channel.

As indicated in [59], a number of radio and cellular networks including AMPS, GSM,

ALOHA-net, as well as then well-known Ethernet are known to rely on their sophisticated

collision detection capacities.

The basic idea behind the ALAB protocol is not sophisticated; in brief, we develop the

GPS-based channel assignment scheme to imitate the organization of cellular networks. This

approach has been widely adopted for ad hoc routing and broadcasting [17, 40]. Each station

is assumed to know its own position by virtue of its GPS receiver but not the position of any

other stations in the network. The pre-defined geographic region is partitioned into two-

dimensional logical grids or hexagons as depicted in Figure 3.2. Each grid is a square of size

d1 × d1. The side length of the hexagons isd2. Let ri be the transmission range of stationi.

Determining the optimal values ofri, d1, andd2 may not be an easy task. In our design, we

restrict
√

2d1 ≤ ri ≤ 2d1 for the grid configuration and2d2 ≤ ri ≤
√

7d2 for the hexagonal

configuration as illustrated in Figure 3.1(a) and Figure 3.1(b), respectively.

Let ℵ∞ = {0, 1, 2, . . .}. Grids in the two-dimensional plane are numbered〈x, y〉 follow-

ing the traditionalxy-coordinate (see Figure 3.2(a)). A MANET with hexagonal configu-

ration in a coordinate system has thex andy axes with their positive portions crossing at

a 60◦ angle (see Figure 3.2(b)). Every station must know how to map its physical location

(x′, y′) ∈ (<,<) to the corresponding grid/hexagon coordinate〈x, y〉 ∈ 〈ℵ∞,ℵ∞〉. Given
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two gridsg1 = 〈x1, y1〉 andg2 = 〈x2, y2〉, the distance between them is defined by

distG(g1, g2) =

√
(x1 − x2)

2 + (y1 − y2)
2.

Given two hexagonsh1 = 〈x1, y1〉 andh2 = 〈x2, y2〉, the distance between them is defined

by

distH(h1, h2) =

√
(x1 − x2)

2 + (x1 − x2)(y1 − y2) + (y1 − y2)
2.

Like most cellular networks [39], each grid/hexagonal cell is assigned a unique channel.

When a station is located at a cell〈x, y〉, it must use the channel assigned to the cell〈x, y〉
for transmission. To exploit the frequency reuse, the minimum reuse distanceDmin should

be specified. A channel can be used simultaneously by a number of different cells only if

the distance between each pair of cells using the channel is greater than or equal toDmin.

The interference neighborhoodINc associated with a specific cellc = 〈x, y〉 is defined

as the set of cells whose distance is smaller thanDmin. In other words, if a channel is

assigned to the cellc, then it cannot be assigned to any cell inINc. Take the relation between

allowable transmission ranges and the side length of cells into consideration, the interference

neighborhood for grid and hexagonal configurations can be defined respectively as follows.

ING
c = { g′ | distG(c, g′) < 5 } and INH

c = {h′ | distH(c, h′) <
√

19 }.

To attain this goal, we can simply apply the distance-Dmin coloring algorithms [70, 80] for

cellular or packet radio networks to assign a channel for each cell. Figures 3.2(c) and 3.2(d)

depict possible channel assignments for grid and hexagonal configurations respectively. Let

|G| (|H|) be the total number of grids (hexagons) over the geographic region. By a simple

counting, the lower bound ofρ for the hexagonal configuration is19 when|H| ≥ 19. For the

grid configuration, the lower bound ofρ is 25 when|G| ≥ 25.

The main purposes of these restrictions are as follows. Stations in the same cell form a

single-hopcluster. In other words, all stations within the same cell can hear the transmission

of others. By means of synchronization, all stations within the same cell are able to maintain

a consistent channel view. Due to the channel consistency in every cell, no deadlock or

hidden terminal problems will exist.
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Figure 3.2: The geographical area is divided into logical grids or hexagons. The integer pairs

in parts (a) and (b) are the grid/hexagon coordinates. Parts (c) and (d) represent the possible

channel assignments for grid and hexagonal configurations respectively. The integer within

in the cell is the channel number.
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RTB Data

 1 N

TDMA frame

Collision Resolution Phase  ( M mini-slots )

Priority Reservation Phase ( dedicated to the primary and secondary candidate nodes )

TDMA frame

RTB: Request To Broadcast

The collisions are resolved by the tree-splitting algorithms:
(1) randomized, (2) improved randomized, or (3) deterministic approaches.

 2  3  4

RTBRTBRTB

Figure 3.3: The ALAB slot and frame structure.

3.2.2 Protocol Description

The ALAB protocol integrates a tree-splitting collision resolution protocol within each slot

of a TDMA allocation protocol. Each station is assigned a transmission schedule (frame)

consisting ofN slots. The slot and frame structure of the ALAB protocol is shown in Figure

3.3. The frame is divided into fixed-sized slots. Each slot is composed of three parts: a

priority reservationphase and acollision resolutionphase followed by adata transmission

phase. The first two phases are called theleader electionphase. The first mini-slot is meant

for the priority reservation phase and the collision resolution phase consists of the nextM

mini-slots. The final mini-slot is the data transmission phase.

In the priority reservation phase, only the predetermined primary and secondary candi-

date stations have the chance to reserve the slot. However, when the first mini-slot remains

unused, all active stations contend to use it by randomized or deterministic collision reso-

lution algorithms. A station is said anactivestation if it has packets to send. Through the

leader election phase, we guarantee that at most one active station will survive in a cell in a

slot. The survival(s) gets the right of broadcast in the data transmission phase. The ALAB

permits multiple reservations to be madesimultaneouslyat various cells. Recall that the

transmission range is limited and simultaneous reception of packets on other channels is not

affected. As a result, inter-cell communications via data packets are collision-free. We will

focus the protocol description ona single cell, say〈x, y〉, in the sequel. Before describing
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the ALAB protocol in detail, we also make the following assumptions.

• A station located in a cell〈x, y〉 is assumed to continuously monitor the status of the

channel assigned to〈x, y〉.

• The stations can transmit packets only at the beginning of slots. New packets that arrive

to the system are inhibited from being transmitted while the resolution of collisions is

in progress.

• The channel introduces no errors, so control-packet collisions are the only source of

errors. Stations can perfectly detect such collisions immediately at the end of each

mini-slot.

• Each slot is designed to accommodate the packet transmission time and the guard

time, which corresponds to the transmit/receive turn-around time plus the maximum

propagation delay. For ease of presentation and analysis, the guard time is assumed to

be negligible as compared with the packet transmission time.

Since the network are assumed to be synchronized, all active stations enter the priority

reservation phase synchronously.

1) Priority Reservation Phase: In slot i of a frame, we let the station with theID =

i − 1 mod N be theprimary candidate(PC for short) station and the station with

the ID = i − 1 + bN
2
c mod N be thesecondary candidate(SC for short) station.

Figure 3.4 shows the arrangement of the PC and SC stations in a frame, whereN = 8.

In our design, the PC station takes priority over the SC station. At the beginning of

the first mini-slot, only the PC and SC stations are allowed to send RTB (request-to-

broadcast) control packets with probability 1. At the end of the first mini-slot, if the

status of the channel is COLLISION, then the PC station unconditionally wins the slot

to broadcast a packet. If the status of the channel is SINGLE, all active stations except

the winner quit the contention at the remaining mini-slots, abandon the corresponding

packet transmission mini-slot and wait for the next slot. Otherwise, all active stations

enter the collision resolution phase.
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slots 1 2 3 4 5 6 7 8

primary candidate stations 0 1 2 3 4 5 6 7

secondary candidate stations 4 5 6 7 0 1 2 3

Figure 3.4: The schedule of the primary and secondary candidate stations in a frame. We

assume that there are 8 stations in the network.

Though a packet may collide with another packet, the correct semantic is always inferred

in the context of the protocol. ALAB needs merely a notification of NULL, SINGLE, or

COLLISION (0/1/e) in each mini-slot in leader election phase, each mini-slot thus requires

only a single logicalbit (or burst) that is long enough for a transceiver to be able to distin-

guish. In collision resolution phase, our protocol proceeds in successive collision resolution

periods to elect a winner that has a packet to send. The collisions can be resolved either

by the randomized tree-splitting algorithm or by the deterministic ID-splitting algorithm.

Network system designers can decide which is preferred according to the implementation

considerations or the performance considerations such as throughput, delay, and fairness.

2.a) Randomized Collision Resolution Phase: At the beginning of theith mini-slot, where

2 ≤ i ≤ M + 1, all active stations send RTBs with probability 1. At the end of the

ith mini-slot, if the status of the channel is NULL, then the collision resolution period

is over. If a COLLISION is alarmed, every active station flips a coin. Those who

obtain heads (with probabilityp) remain active in the next mini-slot; while those who

obtain tails (with probability1− p) withdraw from the remaining contention attempts

and wait for the next slot. This process keeps running until a SINGLE is reported

or i equalsM + 1, whichever comes first. Figure 3.5 shows two possibilities of the

entire process of the randomized tree-splitting algorithm. This approach is similar to

TPMA [37] in principle. Observing Figure 3.5, we can find that the collision resolution

process stops immediately once a NULL occurs. One can make a further improvement,

however. On condition that a NULL is sensed, all previous contenders are allowed to

flip a coin again and those who obtain heads can send RTBs in the next mini-slot.

Thus the collision resolution phase will never terminate in the NULL state before
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stations

mini-slot 0 1 2 3 4 5 6 7 channel status

2 1 1 1 1 1 1 1 1 COLLISION

3 1 0 1 0 0 1 0 1 COLLISION

4 0 1 1 0 COLLISION

5 0 0 NULL

stations

mini-slot 0 1 2 3 4 5 6 7 channel status

2 1 1 1 1 1 1 1 1 COLLISION

3 0 1 1 0 1 0 0 1 COLLISION

4 0 1 1 0 COLLISION

5 0 1 SINGLE

Figure 3.5: The randomized collision resolution process. We assume that active stations

0 ∼ 7 are located in the same cell. The contending stations involved in the COLLISION

split randomly into two subsets by each flipping a coin. Those who obtain heads send a 1

(RTB) in the next mini-slot; while those who obtain tails become inactive (0) and wait for

the next slot. The upper case shows the bad ending, i.e., no winner is elected. The lower case

shows the lucky ending, i.e., station 4 wins the slot.

mini-slot M + 1. Figure 3.6 shows an example of the improved randomized collision

resolution process. It is worth noticing that stations with bad luck in the randomized

collision resolution phase will not starve because of the underlying TDMA protocol.

The advantages of this approach are that it achieves fairness naturally and a winner

may arise quickly. A reasonable value ofM could be1 + dlog N
|G|e, where|G| is the

total number of cells over the geographic region.

2.b) Deterministic Collision Resolution Phase: We assume that every station keeps an inte-

ger variabletemporary ID used in this phase. Initially,temporary ID := ID. Let
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stations

mini-slot 0 1 2 3 4 5 6 7 channel status

2 1 0 1 1 0 0 1 0 COLLISION

3 0 1 1 0 COLLISION

4 0 0 NULL

5 1 0 SINGLE

Figure 3.6: The improved randomized collision resolution process. We assume that active

stations 0, 2, 3, and 6 are located in the same cell. The status of the channel is NULL at the

end of mini-slot 4. All colliding stations (2 and 3) in mini-slot 3 are permitted to flip a coin

again. Finally, station 2 luckily wins the slot.

M = 1 + dlog Ne and(b1b2, · · · , bk) be the binary representation of any given station

temporary ID, wherek = dlog Ne. At the beginning of the second mini-slot, all

active stations send RTB packets. If the status of the channel is NULL, then the colli-

sion resolution period is over. If a COLLISION occurs, all active stations withb1 = 0

send RTB packets in the next mini-slot. The general rule on the(i + 2)th mini-slot,

1 ≤ i ≤ M − 1, is that all active stations withbi = 0 send RTBs; at the end of the

mini-slot, if a COLLISION is alarmed, all active stations withbi = 1 are backlogged

and wait for the next slot; while a NULL is detected, all active stations withbi = 1

remain active in the next mini-slot. This process continues running until a SINGLE

is recognized. Clearly, at the end of the collision resolution process, only the active

station with the lowest-numberedtemporary ID will be the winner. This approach

is similar to [5] in principle. Figure 3.7 shows an example of the entire process in the

deterministic collision resolution phase. To ensure fairness, each station subtracts one

(modN ) from its currenttemporary ID at the end of every slot. The advantage of

the deterministic approach is that a winner is guaranteed to be elected if at least one

active station exists. However, this scheme only achieves the partial fairness since it

highly depends on the ID distribution within a cell. Besides, the value ofM by the

deterministic approach may be larger than that by the randomized approach.
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stations (temporary IDs)

mini-slot 000 001 010 011 100 101 110 111 channel status

2 0 0 1 1 0 1 0 1 COLLISION

3 0 0 1 1 COLLISION

4 0 0 NULL

5 1 SINGLE

Figure 3.7: Deterministic logarithmic search for the active station with the lowest-numbered

temporary ID. We assume thatN = 8 and temporary ID = ID for the current slot.

Initially, active stations 010, 011, 101, and 111 fall in the same cell. At the beginning of

mini-slot 3, all active stations withb1 = 0 contend for the access right. At the end of

mini-slot 3, the status of the channel is COLLISION. stations 101 and 111 therefore become

inactive. In this figure, 1 stands for an RTB and 0 stands for nothing. At the end of mini-slot

5, station 010 wins the slot.

In the data transmission phase, every winner in every cell starts to transmit. Since si-

multaneous reception of packets on other channels is not affected, all stations can gain the

data concurrently. ALAB has deterministic access guarantees by its base TDMA allocation

protocol while providing flexible and efficient bandwidth management by reclaiming unused

slots through the stable contention/collision resolution protocol. Consequently, each station

can dynamically adapt its behavior according to local changes in the network load or node

density. ALAB is thus not only topology transparent, but also density and load transparent.

Since the control packet length is typically smaller than the data packet length, it is worth-

while taking multiple mini-slots to compete for the access right. To sum up, our hybrid MAC

protocol is similar to the leader election among the active stations within each gird in every

slot.

Since ALAB adopts the frequency reuse technique, each cell can “operate” indepen-

dently. Thus the global clock synchronization is not necessary. As long as the timing is

tight enough to allow local synchronization in a cell, drift at different cells of the network

is allowable. With regard to signal interference, authors in [83] indicates that a combina-

tion of diversity receiver and Hadamard coding can effectively reduce the interference and
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noise influence in CDMA systems in the presence of multipath dispersion. In our design,

no acknowledgement mini-slot exists since we assume that transmission is error-free. If the

wireless channel is lossy, packets are received in error and retransmissions are required. In

this case, thenegative-ACK (NACK) retransmission strategies [5, 46] are applicable here-

into. In other words, we can slightly modify the slot and frame structure such that NACKs

can be sent immediately after data transmission phase is over. On erroneous receipt of the

packet at receivers, the sender will receive the (possibly collided) NACK packets in the next

mini-slot, prompting a retransmission.

3.3 Throughput Analysis

We assume that stations are randomly distributed over the geographic region. In our design,

the geographic region is partitioned into logical grids or hexagons. Each grid is a square of

sized1 × d1 and the side length of the hexagons isd2. The area of a hexagon is3
√

3
2

d2
2.

Let ri be the transmission range of stationi. We restrict
√

2d1 ≤ ri ≤ 2d1 for the grid

configuration and2d2 ≤ ri ≤
√

7d2 for the hexagonal configuration. LetA denote the area

of the pre-defined bounded geographic region. The total number of grids (hexagons) over the

geographic region is|G| = A
d1

2 (|H| = 2A
3
√

3d2
2 ). Given fixedA andr, we have2A

r2 ≤ |G| ≤ 4A
r2

and 8A
3
√

3r2 ≤ |H| ≤ 14A
3
√

3r2 .

Two bandwidth models have been proposed in [80, 82] to evaluate the network through-

put performance for multi-channel ad-hoc networks.

• fixed-channel-bandwidth: Each channel has a fixed bandwidth. Clearly, the more the

channels, the more bandwidth the network can potentially use. This model is espe-

cially suitable for CDMA environments, where each code has the same bandwidth,

and we may utilize multiple codes to increase the actual bandwidth of the network.

• fixed-total-bandwidth: The total bandwidth offered to the network is fixed. Evidently,

with more channels, each channel will have less bandwidth. This model is especially

suitable for FDMA environments, where the total bandwidth is fixed, and our job is to

use the appropriate number of channels to optimize the performance.
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We follow the analytic model proposed in [13] to evaluate the approximate throughput in

a multi-channel TDMA network using the ALAB protocol. Note that we will only consider

the grid configuration based on the fixed-total-bandwidth model since other cases can be

derived in the similar way. LetfG = min{25, |G|} and fH = min{19, |H|}. The total

number of channels required in our protocol isfG for the grid configuration, andfH for the

hexagonal configuration. Since the total bandwidthB is fixed, the bandwidth in which each

grid (hexagon) can offer isBG = B/fG (BH = B/fH).

We consider a network ofN identical stations with a uniformly homogeneous load dis-

tribution. Each station issues a request (at most one) at the beginning of each slot with prob-

ability α. Given a grid〈x, y〉, we assume that̀ radio stations are located in it. Hence, the

probability of the eventX that there areβ requests at〈x, y〉 in a given slot, where0 ≤ β ≤ `,

is
(

`
β

)
αβ(1− α)`−β. Let P̃ (Y ) = P (Y |X) be the conditional probability of an eventY ,

given that the eventX has occurred and2 ≤ β ≤ `. We have

P̃ (all contenders enter the collision resolution phase)

= P̃ (all contenders are in an unassigned slot)

= P̃ (neither the PC station nor the SC station is an active station)

= 1− β

N
−

(
1− β

N

)
β

N − 1

= 1−Υβ.

Let the coin land heads up with probabilityp on every toss andq = 1−p. If the collisions

are resolved by the randomized approach, then we have

Dk = P̃ (a winner arises in mini-slotk | all contenders are in an unassigned slot)

= βpk−2(1− p)β−1




(
k−3∑
i=0

pi

)β−1

−
(

k−4∑
i=0

pi

)β−1

 , for 3 ≤ k ≤ M + 1.

This formula can be proved by induction onk [37]. Thus, the conditional probability that a

winner arises in the collision resolution phase is

wβ =
M+1∑

k=3

Dk,

since the conditional probability that a winner arises in the second mini-slot is 0, given

2 ≤ β ≤ `. Altogether, the probabilityS` that exact one active station successfully transmit
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a packet among̀mobile stations within the grid〈x, y〉 in a slot is

S` =

(
`

1

)
α(1− α)`−1 +

∑̀

β=2

(
`

β

)
αβ(1− α)`−β [Υβ + (1−Υβ)× wβ] , for 1 ≤ ` ≤ N.

In fact,S` corresponds to an approximation of a grid’s average throughput in terms of pack-

ets/slot. Like other existing collision resolution protocols [5, 37], optimalp depends on the

average number of stations per grid and packet arrival rate; while optimalM depends on the

ratio of control packet length to data packet length.

We label|G| grids over the geographic regionG1, G2, . . . , G|G| respectively. In addition,

we assume that the gridGi contains̀ i stations, where
∑|G|

i=1 `i = N . Therefore, the average

number of successful broadcasts over the entire network in a slot is

S =

|G|∑
i=1

δ(`i)× S`i
, where δ(`i) =





1, if `i > 0

0, if `i = 0.

The throughputT is defined as the average number of bits successfully transmitted by all

stations per second. We assume that a mini-slot in the leader election phase hasLc bits and

the packet transmission mini-slot isLd-bit long. The throughputTG for the grid configuration

is

TG = S ×
(

BG × Ld

Lc(M + 1) + Ld

)
.

This throughput can be further promoted if the improved randomized approach is used

in the collision resolution phase. Figure 3.8 shows the state diagram of a grid. Let

x =
[ (

β
1
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star

Figure 3.8: State transition diagram of a grid for the improved randomized collision reso-

lution phase. It has four states, labelledQ1 = β, Q2 = 0, Q3 = i, andQ4 = 1. The solid

arrow pointing atQj from Qi indicates thatQi contenders flip a coin at the beginning of the

mini-slot andQj is the number of heads at the end of the mini-slot. The probability of state

transition is also given. The dashed arrow starting from 0 shows that there arek contenders

in the previous mini-slot. Initially, there areβ active stations in a grid. The accept state is the

one with a double circle. Once the accept state is reached, a winner is successfully elected.

wherex is a row vector withβ − 1 components,y is a column vector, andA is a(β − 1)×
(β − 1) lower triangular matrix. The entryaij =

(
β−j+1
β−i+1

)
pβ−i+1qi−j of A below the main

diagonal denotes the probability thatβ − j + 1 contenders flip a coin andβ − i + 1 heads

are obtained in the end. The diagonal elementaii =
(

β−i+1
0

)
p0qβ−i+1 +

(
β−i+1
β−i+1

)
pβ−i+1q0

signifies the probability that allβ− i+1 contenders send RTB packets or remain silent. The

elementxi =
(

β−i+1
1

)
pqβ−i of vectorx expresses the probability that a winner successfully

acquires the slot amongβ − i + 1 competitors. Givenβ ≥ 2, from the step by step state

transition, we can obtain

Dk = P̃ (a winner arises in mini-slotk | all contenders are in an unassigned slot)

= xAk−3y, for 3 ≤ k ≤ M + 1.

This formula can be proved by induction onk. Consequently, the conditional probability

that a winner arises in the improved randomized collision resolution phase is

ωβ =
M+1∑

k=3

Dk,
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Note that the conditional probability that a winner arises in the second mini-slot is 0, given

2 ≤ β ≤ `. Finally, if the deterministic approach is used in the collision resolution phase,

thenM = 1 + dlog Ne and a winner will arise with probability 1 for1 ≤ β ≤ N .

3.4 Simulations

We use thefixed-increment time advanceapproach [50] for our discrete-event simulation

model to evaluate the performance of ALAB. We have developed a simulator by C++. To

simplify the analysis and simulation scenarios, the guard time is ignored in our experiments.

The ad-hoc network is simulated by placingN stations randomly and uniformly within a

bounded geographic region. For the grid configuration, each grid is a square of sized1 × d1.

Thegeographic region size(|G| = A
d1

2 ) is measured by the number of grids. The transmis-

sion range of all simulated stations isr meters. The control packet lengthLc is 20 bytes

and the data packet lengthLd is a multiple ofLc. Network traffic was generated according

to a Poisson arrival process with a mean ofλ packets per second, and uniformly distributed

among the stations. If the fixed-channel-bandwidth model is assumed, each channel’s band-

width is 1 Mbps. If the fixed-total-bandwidth is assumed, the total bandwidth is 1 Mbps.

We will focus our minds on the grid configuration (except for part B) since the trend for

the hexagonal configuration will be similar. In addition, we will consider the effect of node

density on the performance instead of the average degree, where thenode density of the grid

plane(η = N
|G| ) is defined as the average number of stations per grid.

A) Effect of Geographic Region Size: In this experiment, we vary the geographic region

size from1 × 1 (one grid) to13 × 13 (169 grids) to observe its effect on the throughput

performance under the fixed-total-bandwidth model. Figure 3.9 shows the simulation result

with λ = 2, η = 8, andLd/Lc = 100. We see that when4 ≤ |G| ≤ 25, the throughput drops

slightly with an increasing number of grids. This is because as the total number of grids

increases, each grid provides less bandwidth. However, when|G| > 25, a larger geographic

region size yields higher throughput. This is because as the geographic region size increases,

the bandwidth where each grid can offer remains the same; besides, the total number of grids

is increased and every grid may make a contribution to the throughput in every slot. Above

all, this scenario reveals that ALAB indeed gains the advantage from exploiting frequency
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Figure 3.9: Geographic region size versus throughput under the fixed-total-bandwidth

model with different cell configurations. (λ = 2, η = 8, andLd/Lc = 100.)

reuse and spatial reuse.

B) Effect of Cell Configurations: Figure 3.9 also shows the effect of the cell configu-

rations on the throughput performance under the fixed-total-bandwidth model. Given fixed

N , A, andr, if we let d1 = r√
2

andd2 = r√
3
√

3
, then|G| = |H| and the node density of

the grid plane will be equal to that of the hexagonal plane. In Figure 3.9, we can see that,

when|G| ≥ 25, ALAB for the hexagonal configuration achieves a throughput that is about
25
19
≈ 1.3158 times that for the grid configuration. This is expected since in this case, the

number of channels required for the hexagonal configuration (fH = 19) is less than that for

the grid configuration.

C) Effect of Data Packet Length: In Figure 3.10, we show the effect of the ratioLd/Lc

on the throughput performance under the fixed-total-bandwidth model. In this experiment,

we fix η and |G| as 8 and10 × 10, respectively. We can see that whenLd/Lc ≤ 125, the

throughput is highly promoted with the increasing length of data packet. This is because

each successful leader election process can schedule more data bits to be sent. However, if

we further increase the ratioLd/Lc, the throughput of ALAB will be saturated at a certain

point. As shown in Figure 3.10, as both offered load andLd/Lc increase, the throughput of
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Figure 3.10: Ld/Lc versus throughput under the fixed-total-bandwidth model. (η = 8 and

|G| = 10× 10.)

ALAB (deterministic collision resolution approach) approaches the network capacity.

D) Effect of Arrival Rate and Bandwidth Models: In this experiment, we assume that

N = 512, r = 2d1, |G| = 8 × 8, η = 8, and Ld/Lc = 50. Figures 3.11 and 3.12

show the throughput versus the offered load under the fixed-total-bandwidth model and

under the fixed-channel-bandwidth model respectively. Especially, even under the fixed-

total-bandwidth model, we find a70% increase in the peak performance for ALAB over

ABROAD, which delivers superior performance than TDMA, IEEE 802.11, and ADAPT

[11, 13]. The reasons are three-fold. (i) In ALAB, via the location-aware channel assign-

ment scheme, the number of potential interfering terminals is significantly reduced from the

size oftwo-hop neighborhoodto the size ofintra-grid neighborhood. (ii) Through the leader

election process in ALAB, the probability for a station to reserve a slot is highly boosted.

(iii) In such a crowed environment, theerasure effect[37] or deadlocks also cause the per-

formance of ABROAD degradation. However, it is not very fair to compare ABROAD and

ALAB because of their different hardware assumptions. In Figure 3.12, we see that the

ALAB protocol with the deterministic collision resolution approach performs best since one

active winner is guaranteed to be elected (if it exists) in each grid in every slot.
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E) Effect of node density: Figure 3.13 shows the throughput versus node density and

arrival rate under the fixed-channel-bandwidth model. We useN = 256 andLd/Lc = 75.

We see that as the node density decreases and/or the traffic load increases, the throughput

increases monotonically and is finally saturated at a certain point. Especially, we find that

whenλ = 15 ∼ 20 andη = 4 ∼ 16, the deterministic collision resolution approach yields

about27.67% ∼ 56.67% improvement in the throughput, as compared with the randomized

one. This is reasonable due to the uncertainty in the leader election phase by the randomized

approach.

Given fixedA andN , decreasing the node density will promote the throughput; mean-

while, it will cause the number of grids increase. Since we restrict
√

2d1 ≤ r ≤ 2d1 in

our design, a larger number of grids implies a shorter transmission range. From a routing

performance standpoint, this will result in more hops from sources to destinations. We will

further investigate the effects of our MAC protocol on location-aware routing performance

in future work. In a nutshell, determining the optimal values ofr andd1 is not an easy task.

F) Effect of station ID Distribution: All above experimental results show that the ALAB

protocol with the deterministic collision resolution approach performs best. However, this
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Figure 3.14: station ID versus station throughput under the fixed-channel-bandwidth model.

(N = 16, η = 4, |G| = 4, andLd/Lc = 75.)

deterministic approach highly depends on the distribution of the station IDs. In spite of

the multihop characteristic in ad-hoc networks, each contending station should receive an

equal share of the transmission bandwidth. We conduct an experiment to understand this

fairness issue. LetN = 16, η = 4, |G| = 4, andLd/Lc = 75. Four sample stations

intended for our observation are 0000, 0001, 1010, and 1011. We further assume that they

are located in a same grid. Figure 3.14 shows the simulation result under the fixed-channel-

bandwidth model. We can see that as the offered load increases, the performance range of

the sample stations increases significantly. That is, the unfairness problem becomes serious

when traffic load is heavy. Therefore, if fairness is critical, the ALAB protocol with the

improved randomized collision resolution approach may be a compromise solution.

3.5 Summary

In many literatures [13, 37, 46, 54], we know that reliable broadcast support at the MAC layer

for multihop ad-hoc networks will be of great benefit to the routing function, multicasting

applications, cluster management, and real-time systems. In this chapter, we have proposed

new novel location-aware hybrid MAC protocols, called ALAB, for link-level broadcast
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support in multi-channel networks. ALAB works efficiently even in the highly mobility en-

vironment or when the network becomes partitioned since it does not maintain any link state

information. Our GPS-based channel assignment scheme has the following advantages. (i)

The total number of channels required is independent of the nodal degree. (ii) All stations

within the same cell are able to maintain a consistent channel view. Because of the chan-

nel consistency in every grid, both deadlock and hidden terminal problems are completely

eliminated. (iii) The number of potential interfering terminals is significantly reduced from

the size of two-hop neighborhood to the size of intra-grid neighborhood, thus increasing the

spatial reuse.

Especially, ALAB combines both of the advantages of the allocation- and contention-

based protocols and overcomes their individual drawbacks. Compared with the pure TDMA,

ALAB inherits its deterministic access delay property while providing more flexible band-

width management by reclaiming unused slots through contention resolution protocols. Com-

pared with the pure CSMA/CA, ALAB uses the more stable tree-splitting algorithms to re-

solve bursty collisions in an efficient manner and without chaotic events.

We have conducted extensive experiments, which take many factors, such as geographic

region size, cell configurations, data packet length, channel bandwidth models, arrival rate,

node density, and fairness, into consideration. Approximate throughput analyses for different

collision resolution methods are also provided. Simulation results do confirm the advantage

of our scheme over other MAC protocols, such as IEEE 802.11, ADAPT [11], and ABROAD

[13], even under the fixed-total-bandwidth model. All of these results make ALAB a promis-

ing protocol to enhance the performance of the MANET.



Chapter 4

Quality-of-Service Point Coordination

Function for Wireless LANs

4.1 Introduction

Wireless local area networks (WLANs) are emerging as an attractive alternative or comple-

mentary to wired networks because of cost effectiveness, ease of installation, and tether-free

access to the Internet. A WLAN typically consists of anaccess point(AP), playing the

polling master, and a finite set of associated mobile stations. Recent advances in wireless

technologies have been trying to push WLAN even further towards providing real-time mul-

timedia services to mobile users. Polling schemes are a well-suited class of medium access

control (MAC) protocols for a cell-based WLAN to handle parameterized quality-of-service

(QoS) traffic because of contention-free transmissions during the polling period and cen-

tralized traffic scheduling via the polling master [16, 21, 27, 29, 66]. The simplest polling

scheme isroll-call polling [44]; in other words, the AP polls every station in sequence and

check whether it has data to send. However, this approach has three major drawbacks. First,

if the AP fails, then the entire MAC system will become inoperative. Second, since the

AP polls every station, it may happen that many stations are polled only to learn that they

have nothing to transmit, thus unnecessarily wasting bandwidth and delaying the stations

with packets. Last, roll-call polling does not provide any priority mechanism to support dif-

ferentiated services. Definitely, it is a challenge to design a polling scheme that takes the
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overall QoS into consideration. In this chapter, we will propose a new polling MAC protocol

with priority reservation and flexible bandwidth allocation schemes to support multimedia

applications with QoS requirements.

4.1.1 Related Work

The international MAC standard for WLAN, IEEE 802.11 [48], defines two modes of opera-

tion: thedistributed coordination function(DCF) and thepoint coordination function(PCF).

The DCF used in the contention period (CP) employscarrier sense multiple access with col-

lision avoidance(CSMA/CA) strategy to provide asynchronous data service. The PCF used

in the contention-free period (CFP) employs the polling strategy to provide time-bounded

service. PCF uses apoint coordinator(PC), which shall operate at the AP, to determine

which station on apolling list currently has the right to transmit. When a PC is operating

in a WLAN, the two coordination functions alternate, with a CFP followed by a CP, which

are together referred to as aCFP repetition intervalor asuperframe. For a more complete

and detailed presentation, please refer to the IEEE 802.11 standard [35, 48]. One of the ad-

vantages of the alternating period approach is that even if the AP/PC fails, the entire MAC

system is still operative since it is only reduced to the DCF mode. However, there are several

problems with PCF that make it less attractive for QoS utilization. (i) Any station intend-

ing to receive contention-free service shall first send the (re)association frame to the AP

during the CP. Since DCF is governed by a contention-based protocol, the (re)association

frames need to compete with all other stations in the same cell, resulting in an unbounded

(re)association delay. Thus a real-time station with bad luck may never get on the polling

list. (ii) IEEE 802.11 does not support the concept of differentiating frames with different

user priorities [15]. The DCF is basically supposed to provide a long-term fair channel ac-

cess to all contending stations in a distributed way. This implies that low-priority stations

may join the polling list earlier and faster than high-priority stations. (iii) In an infrastructure

WLAN, IEEE 802.11 does not allow a station to send frames directly to any other stations

within the same cell, and instead the AP shall relay the frames always [15, 48]. In this way,

the channel bandwidth is indeed consumed twice than directional communication between

stations. (iv) In IEEE 802.11 PCF, the medium occupancy time or the transmission time



§ 4.1 Introduction 67

of polled station is unpredictable and unrestrained. Any polled station is allowed to send

a single frame that may be of an arbitrary length, up to the maximum of 2312 bytes. This

may adversely degrade and ruin the performance of the other stations on the polling list. (v)

If pollable stations desiring to leave the polling list, they shall reassociate with the AP via

DCF. The station without additional buffered data but having no chance to get off the polling

list will response aNull frame when polled by the AP/PC. These Null frames are simply the

wastage of bandwidth, thus causing the PCF performance down.

To improve the PCF performance, the authors in [66] presented the STRP protocol for

a WLAN. In STRP, the PC splits the associated stations into two logical rings, the active

ring and the idle ring, according to whether they have pending data. The PC utilizes a

single poll to enable a station in the active ring to transmit a data frame by a stronger power,

while allowing a station in the idle ring to response a lasting jamming signal by a weaker

power. Once the jamming signal is detected by the PC, that station in the idle ring will be

placed on the active ring. This approach may shorten the time to probe which station has

data to send. However, once the active ring becomes empty, the STRP protocol is reduced

to roll-call polling. Furthermore, STRP suffers from the near-far problem and costly dual

transceivers. The authors in [66] proposed the SuperPoll protocol to reduce the overhead of

polling frames during the CFP. Instead of polling each station individually, in SuperPoll, the

PC broadcasts asuperpollframe which contains the list of stations to be polled after sending

the beacon. After receiving the superpoll, each station on the polling list transmits the data

frame in turn according to the polling order. However, if a polled station does not overhear

its predecessor’s transmission, then that station shall wait for the time interval allocated to it.

This approach implies that, in CFP, the data frame length must be fixed. On the other hand,

the PC will broadcast the CF-End to reset the network allocation vector (NAV) either after it

receives the transmission from the last station on the polling list or until the CFPMaxDuration

expires. Thus the SuperPoll protocol will face a disastrous risk: Once the PC has successfully

sent the beacon frame to set the NAV to lock out DCF-based access, but the superpoll frame

is lost due to channel errors, then the entire CFP will be nearly idle and completely wasted.

This is because, after broadcasting the superpoll, the PC isnot allowed to get involved in

the PCF operation any more until the time to send the CF-End. The Multipoll protocol [27]

proposed by the IEEE 802.11 task group E is similar to SuperPoll, except that it introduces
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a TXOP (transmission opportunity) field in the superpoll frame to remove the restriction of

fixed data frame length. However, how to determine the appropriate TXOP value for each

admitted station is still an open issue [27, 49].

MAC protocols designed for QoS support shall provide priority schemes since we do not

hope that high-priority stations must contend fairly with low-priority stations for joining the

polling list. Although some priority MAC protocols [2, 22, 72, 73, 75] have been proposed

for WLANs, they are mainly geared towardad hocnetwork configurations. In IEEE 802.11

[48], prioritized access to the wireless medium is controlled through the use of different inter-

frame spacings (IFSs), such as SIFS (Shortest InterFrame Space), PIFS (Priority InterFrame

Space), and DIFS (Distributed InterFrame Space). However, the number of priority levels is

limited to the number of different IFSs. The authors in [22] proposed a priority DCF scheme

by modifying the backoff scheme so that higher-priority stations have a shorter backoff time.

However, this approach may encounter apriority reversalphenomenon [72]: Since the con-

tention window is exponentially proportional to the number of retransmission attempts, a

high-priority backloggedstation may experience a longer backoff time than a low-priority

unbackloggedstation. In [2, 72, 75], variousblack-burst(BB) contention schemes are pro-

posed to provide multi-priority access in single-hop ad hoc networks. However, reference

[73] pointed out that the BB contention is not a regular scheme defined in the IEEE 802.11

standard, thus it is difficult to be overlaid on the current CSMA implementations.

MAC protocols designed for QoS support shall provide time-bounded reservation schemes

since we hope that real-time stations can promptly reserve the contention-free periodic ac-

cess right. The authors in [73] proposed the DBASE protocol to support multimedia traffic

in an ad hoc WLAN by mimicking the PCF operation in a distributed manner. During the

CP, real-time stations in DBASE employ thep-persistent backoff scheme to compete for

joining the reservation list during the time interval between PIFS and DIFS. The DBASE

protocol assumes a small constant real-time contention window (3 slots) and a long period

of DIFS = SIFS + 5 × SlotTime, which may severely degrade the channel utilization. On

the other hand, collision resolution multiaccess strategies may be more suitable than collision

avoidance ones to serve as contention-based reservation schemes since the former can exploit

feedback information to resolve collisions algorithmically and aggressively, thus achieving

a better channel utilization both at low and high loads [5, 31, 72]. The authors in [72] mod-
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ified the randomized initialization protocol [59] to resolve real-time traffic contention based

on coin flipping. However, the collision resolution process [72] may never terminate due to

the nature of randomness. The CARMA protocol presented in [31] employs the determinis-

tic first-success tree-splitting algorithm to resolve collisions in bounded time. However, in

CARMA, a station can be added to the transmission queue (and thus reserve the floor) only

if that station successfully receives the CTS (clear-to-send) frame in the collision resolution

period. Hence the CARMA protocol is unsuitable for MAC-level broadcast traffic.

4.1.2 Our Contributions

IEEE 802.11 compliant products are currently popular on the market. However, all the above

mentioned QoS challenges pose a strong demand of redesigning IEEE 802.11 PCF method.

Accordingly, we will tailor the PCF operation so that our new protocol can coexist with the

DCF, while providing QoS guarantees to real-time multimedia applications. We name the

resulting protocolQ-PCF (Quality-of-service Point Coordination Function). The character-

istics of Q-PCF are as follows. (i) Q-PCF employs thehandshakingtechnique, instead of

using BB mechanism, to provide multiple priority levels and guarantee that high-priority

stations are always admitted to the polling list earlier than low-priority stations. (ii) Q-PCF

adopts the deterministic tree-splitting algorithm as the reservation mechanism so that real-

time stations can register with the PC in bounded time without relying on the (re)association.

In addition, Q-PCF employs thepiggybacktechnique so that admitted stations can get off the

polling list easily and quickly without performing a reassociation. (iii) Q-PCF permits the

PC to poll all stations on the polling list at a time using a singlemultipoll frame. Each polled

station can transmit a unicast, multicast, or broadcast data frame of variable length to any

other station(s) in the same cell without relying on the relay of the AP. During the polling

period, the PC are still able to retain control of the medium, when a polled station does not

respond, without leaving the medium idle for aPIFSperiod. By this way, we ensure that the

idling-CFP disaster will never occur. (iv) With centralized bandwidth management scheme,

Q-PCF providesisolationamong admitted flows while utilizing bandwidth resources as ef-

ficiently as possible. More specifically, during the registration period, each real-time station

can declare its desired amount of guaranteed bandwidth in each CFP. The PC will collect
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the bandwidth requirement information and then dynamically allocates bandwidth such that,

during each polling period, the bandwidth demand of each admitted station can be satisfied

with high probability. Our bandwidth allocation scheme can be regarded as an enhancement

of DBASE [73] in that Q-PCF is capable of offeringper-flowprobabilistic performance as-

surances. (v) Since the length of the maximum CFP duration is limited, we integrate the

run-time admission controlmechanism into the registration process such that the PC can

admit as many newly arriving flows as possible, while not violating already-admitted flows’

guarantees.

The remainder of this chapter is organized as follows. In Section 2, we describe the Q-

PCF protocol in detail. The approximate throughput of Q-PCF is analyzed in Section 3. In

Section 4, simulation results are demonstrated. The final conclusions are drawn in Section 5.

4.2 The Q-PCF Protocol

4.2.1 Network Model and Assumptions

Figure 4.1 illustrates the principal components of the infrastructure WLAN configuration.

The basic building block of the IEEE 802.11 network is thecell, also known as thebasic

service set(BSS). A BSS is typically composed of a central base station, known as an AP, and

a finite set of mobile stations. In IEEE 802.11 WLAN, the diameter of the basic service area

(BSA) of a BSS is considered only on the order of 100 feet [73]. Therefore, all stations within

the same BSS are able to communicate to each other directly. In real-world deployments,

different BSSs may partially overlap to arrange contiguous coverage within the extended

service area. When multiple point-coordinated BSSs are operating on the same channel in

overlapping area, the potential exists for collisions between Q-PCF transfer activities by the

independent PCs. We suggest that adjacent BSSs use different channels to avoid the potential

inter-cell co-channel interferences. Hence in this chapter, we can safely focus on the Q-PCF

operation only in a single cell WLAN configuration without worrying about the overlapping

BSSs problem.

In IEEE 802.11 [48], a station shall associate withanAP (or reassociate with a new AP)

to become a member of an infrastructure BSS. When the association request is granted, the
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Figure 4.1: Reference model for IEEE 802.11 infrastructure wireless networks.BSS1 and

BSS2 use different channels to prevent inter-cell interferences in overlapping space.

AP responds with a status code of0 (successful) and theassociate ID(AID). The AID is an

integer identifer used to logically identify the mobile station. The AP/PC can thus maintain

a list of finite stations associated within its BSS and updates it whenever a new station joins

or a station leaves the BSS. However, Q-PCF disables theCF-PollableandCF-Poll Request

subfields of thecapacity informationfield in (re)association request frames. Instead, Q-PCF

provides a new tree-based reservation scheme so that real-time stations are able to get on/off

the polling list quickly and efficiently without relaying on the (re)association.

4.2.2 CFP Structure and Timing

The Q-PCF mechanism in our MAC layer architecture, as shown in Figure 4.2, is built on the

top of the CSMA/CA-based DCF to support real-time isochronous traffic. The DCF and Q-

PCF can coexist in a manner that permits both to operate concurrently within the same BSS.

In a BSS, the PC takes charge of bandwidth allocation and makes these two coordination

functions alternative, with a CFP (during which Q-PCF is active) followed by a CP (during

which DCF is active), which are together referred as asuperframe.

At the nominal start of the CFP, known as the TBTT (target beacon transmission time),

the PC continuously monitors the channel and then seizes its control by transmitting a bea-

con frame after the PIFS medium idle time. One component of the beacon announcement

is the maximum duration of the CFP,CFPMaxDuration. Each mobile station receiving the

beacon shall update its NAV to the CFPMaxDuration. This NAV is used for preventing a
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Figure 4.2: The MAC layer architecture.

DCF-based station from taking control of the medium during the CFP. In Q-PCF, as depicted

in Figure 4.3, the CFP is further divided into three periods: theprioritization period, thecol-

lision resolutionperiod, and thepolling period. The first two periods are together called the

registrationperiod. During the prioritization period, the PC performs a series of handshakes

to guarantee that high-priority stations are always admitted to the polling list earlier than

low-priority stations. During the collision resolution period, the PC performs a determinis-

tic tree-splitting algorithm to probe which stations undergo the prioritization period desire to

join the polling list. During the polling period, the PC uses a single multipoll frame to enable

each station on the polling list to send a data frame in turn according to the polling order.

After the end of the polling period, the PC broadcasts a CF-End to let all stations reset their

NAV and enter the CP.

Consistent with the IEEE 802.11 [48], the minimum length of the CP,CPmin, is the time

required to transmit and acknowledge one maximum-sized MPDU (MAC protocol data unit);

namely,CPmin = DIFS + TmaxMPDU + SIFS + TACK, whereTACK is the time needed for

sending the ACK frame. The value of CFPMaxDuration shall be limited to allow coexistence

between DCF and Q-PCF traffic. So we haveCFPMaxDuration = SF−CPmin, where SF

is the length of the superframe. On the other hand, it is possible for contention-based service

runs past the nominal start of the CFP (TBTT). In the case of a busy medium due to DCF

traffic, the CFP isforeshortenedand the beacon should be delayed for the time required to

complete the existing DCF frame exchange. Such a phenomenon is calledstretchingand we

depict the stretching event in Figure 4.3. The length of the stretching timeTs may be up to

T̂s = TRTS + TCTS + TmaxMPDU + TACK + 3× SIFS.
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Figure 4.3: Superframe structure and an example of foreshortened CFP.

Since the length of CFPMaxDuration is limited, the overrun of the registration process

may shorten the polling period, thus violating the quality of already-admitted connections.

Hence a run-time admission control is established to assist the PC in determining when

the registration period shall be terminated. Especially, when the polling list size reaches

saturation point (see subsection 4.2.7), the PC may directly dive into polling period at the

start of the CFP without first performing the registration procedure. An interesting phe-

nomenon in Q-PCF is that collisions may occur during the CFP. However, during the entire

CFP, associated stations can transmit frames only when they are allowed to do so by the PC.

Consequently, the PC can control these collisions effectively and without chaotic events.

4.2.3 Prioritization Procedure

In Q-PCF, priority levels are numbered from 0 toH, with H denoting the highest priority

level. A frame with priority zero shall be sent via the DCF. An active station that has aflow

with priority level ranging from 1 toH has a chance to join the polling list. Note that a station

is said anactivestation if it has traffic waiting to send. Besides, a flow is a continuous stream

of frames that have the same source, destination(s), priority level, and quality of service.

After broadcasting a beacon and waiting for a SIFS period, the PC sends the control

framePEH (priority enquiry) to invite active stations whose priority equals toH to reply the

PR (priority response) frame. On receiving thePEH frame, an active station with priority

levelH shall acknowledge a PR frame after a SIFS period. At the end of the handshake, the

PC can obtain the ternary feedback information according to stations’ responses: (i) NULL:
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Figure 4.4: An example of the prioritization procedure. We assume that there are 16 asso-

ciated stations in a BSS. Stations 4, 6, 10, and 13 intend to join the polling list. In the first

round, the PC sends thePEH frame and no one responses. In the second round, only station

4 replies the PR frame and joins the polling list successfully. At the end of the third round

(handshake), the PC perceives a COLLISION event and then performs a collision resolution

procedure.

The PC does not receive any PR frames. (ii) SINGLE: The PC successfully receives a single

PR frame which contains the AID of the sender. That AID will be placed on the polling list.

(iii) COLLISION: This event occurs if the outcome of the handshake is neither NULL nor

SINGLE.

If the conclusion of the current handshake is NULL (SINGLE), the PC may proceed to

the next handshake by issuing thePEH−1 frame after an elapsed PIFS (SIFS). The prior-

ity probing process keeps running until the occurrence of a COLLISION, the delivery of

thePE1 frame, or a failure in the run-time admission test (see subsection 4.2.7), whichever

comes first. Especially, once the PC recognizes a COLLISION event, it will send an RE (reg-

istration enquiry) frame to announce the start of the collision resolution period. During the

collision resolution period, the PC executes the deterministic collision resolution procedure

to discover which active stations bring the COLLISION event. The prioritization operation

is essentially that of polling, with the PC polling each of the priority groups in a descending

order. The average overhead of the prioritization operation is expected to be low since the
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value ofH is usually small. (Generally,H ≤ 8. In our simulations, we setH = 2.). It is

noteworthy that a lower priority station will be blocked if it has no chance to send out a PR

frame during the entire prioritization period. We could adopt theagingpolicy [74] (As time

progresses, so does the priority of the flow.) to conquer the problem of indefinite blockage

or starvation.

The illustration in Figure 4.4 shows how the prioritization procedure works. From Fig-

ure 4, we can observe that, in Q-PCF, the synchronization among the PC and associated

stations is well controlled by using different interframe spaces. Actually, all Q-PCF trans-

missions during the CFP are separated only by the SIFS or the PIFS. Thus the PC can safe-

guard its control of the medium against DCF-based interference. Consistent with the IEEE

802.11 [48], we letPIFS = SIFS + SlotTime andDIFS = SIFS + 2 × SlotTime. As

per IEEE 802.11, the SIFS interval is equal to the sum of receiver radio frequency delay,

receiver PLCP (physical layer convergence procedure) delay, the MAC processing delay,

and the transceiver turnaround time. The SlotTime accounts for the carrier sensing time, the

transceiver turnaround time, the MAC processing delay, and the air propagation delay.

4.2.4 Collision Resolution Procedure

Once the prioritization period ends up with a COLLISION event, the PC will execute a col-

lision resolution algorithm to probe which contending stations intend to get on the polling

list. Theoretically, any collision resolution multiaccess strategy can be applied here as the

collision resolution process. The reasons for choosing the address-based tree-splitting algo-

rithm [5] are due to its simplicity, stability, and bounded collision resolution period. How-

ever, our protocol uses different interframe spaces to realize synchronous operations and

hence has no need for time slotting as prior MAC protocols based on collision resolution do

[5, 16, 42, 44, 59].

We assume that there areN mobile stations associated with the PC and each station is

assigned a unique associated ID (AID)a ∈ ℵ = {0, 1, · · · , N − 1}. Every integera ∈ ℵ can

be represented by a binaryk-tuples(akak−1 · · · a2a1), whereai ∈ {0, 1} andk = dlg Ne. We

write lg N ≡ log2 N (binary logarithm) andln N ≡ loge N (natural logarithm). Note that the

ith bit corresponds to theith dimension. For example, letℵ = {0, 1, 2, 3} = {00, 01, 10, 11}.
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01 Let{d1, d2, · · · , dk} be the random permutation of{1, 2, · · · , k};
/∗ k = dlg Ne. Line 01 is used to ensure fairness with the tree-splitting

algorithm. For example, in Figure 4.6, we set(d1, d2, d3, d4) = (1, 2, 3, 4). ∗/
02 P := {0, 1, · · · , N − 1}; // Initially, P contains all associated stations.

03 STACK := ∅; // The PC maintains a local stack.

04 PUSH(1, 0); // The PC pushes the vector(1, 0) onto the stack.

05 while (STACK 6= ∅) {
06 do { (dim, value) := POP(); // The PC popes a vector from its stack.

07 P := P ¦ (ddim, vlaue); // The PC updates the AddressPatternP.

08 } while (value == ∗)
// This do-while loop helps the PC to avoid a pointless poll.

09 for (i := dim + 1; i ≤ k; i ++)

10 P := P ¦ (di, ∗); // This for loop controls the level of the splitting tree.

11 sendRE(h,P);

/∗ The PC sends an RE frame which contains the value of priority levelh

and the AddressPatternP. ∗/
12 status := receive(RR(AID));

/∗ Upon reception of theRE(h,P) frame, the active station with priorityh

andAID ∈ P shall acknowledge an RR frame including its AID. Then the PC

updates the channel state variablestatus according to received RR frames.∗/
13 switch (status) {
14 caseSINGLE:

15 The PC places that AID on the polling list;

16 if (value == 0) PUSH(dim, 1); break;

17 caseNULL:

18 if (value == 0) {
19 PUSH(dim + 1, 0); PUSH(dim, ∗); } break;

// The PC pushes an alarm “∗” onto the stack to avoid a pointless poll.
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20 caseCOLLISION:

21 if (value == 0)

22 PUSH(dim, 1);

23 PUSH(dim + 1, 0); break; // To explore the next level subtree.

24 }
25 }

Figure 4.5: The deterministic tree-splitting algorithm executed by the PC.

We can partition the setℵ along the first dimension into two subsets{∗0} = {00, 10} and

{∗1} = {01, 11}, where “∗” means “don’t care”. Given a setP ⊆ ℵ of binary strings,

the setP ¦ (dim, value) is defined by letting all thedim-th bit values of the strings inP
equal tovalue, where1 ≤ dim ≤ k andvalue ∈ {0, 1}. For example, letP = {10*0}
and we haveP ¦ (3, 1) = {11*0} = {1100, 1110}. Besides,P ¦ (3, ∗) = {1**0} =

{1000, 1010, 1100, 1110}. Namely, we can regard “¦” as the overwrite operator.

The basic idea of the tree-splitting algorithm is to use the stack to implement apreorder

traversal of thedimension splitting tree. Specifically, when a COLLISION occurs, the PC

splits the setP of stations involved in the collision into two subsets,P1 andP2, along a

dimensiondim. The PC first recursively resolves the collision ofP1, and then resolves

the collision ofP2 independently. Figure 4.5 specifies the tree-splitting algorithm written

in C-like language. We assume that the close of the prioritization period results from the

transmission of multiplePRh frames, where1 ≤ h ≤ H. During the collision resolution

period, the PC first popes a vector(dim, value) from its local stack and updates the set of

binary strings,AddressPatternP, according to this popped vector. (See Figure 4.5, lines 05

to 10.) Then the PC sends the RE (registration enquiry) frame which contains the value of

h and the AddressPatternP to invite active stations to reply the RR (registration response)

frame. Upon reception of theRE(h,P) frame, the active station with priority levelh and

AID ∈ P shall acknowledge an RR frame after a SIFS period. At the end of the handshake,

the PC pushes the proper vector(s) onto its local stack according to stations’ responses (SIN-

GLE/NULL/COLLISION). Especially, if the PC successfully receives a single RR frame

which contains the AID of the sender, then the PC will add that AID to the polling list. This
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Figure 4.6: This tree structure represents a particular pattern of NULLs, SINGLEs, COL-

LISIONs resulting from a sequence of splitting. This figure also depicts the operations of

the collision resolution procedure and the contents of the stack before/after each RE/RR

handshake.

AID probing process keeps running until the emptiness of the stack or a failure in run-time

admission test (see subsection 4.2.7), whichever comes first.

Continuing the example in Figure 4.4, Figure 4.6 shows how the deterministic tree-

splitting procedure works. In the first round, the PC sends out the RE frame withP =

{***0 }, asking for responses. Since both the AIDs of stations 6 and 10 belong to the set

P, then they reply, and their replies collide. On recognizing the COLLISION event, the PC

halves the range ofP (P = {**00}) and enquires again. This time, the PC will discover

a NULL event. However, it is pointless for the PC to further probe the rangeP = {**10}
since it is predictable to have a COLLISION. At the end of the third round (handshake), the
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PC correctly receives a single RR frame which contains theAID = 10 of the sender. The

PC then places thatAID = 10 on the polling list. Continuing in this manner, the PC can

skip over large chunks of the address space that have no active stations. In the worst case,

when all stations are active and have the same priority level, this will result in doubling the

number of RE frames, as compared with roll-call polling. However, once real-time stations

get on the polling list, they will reserve the periodic access right and will not participate

in the contention resolution process again. When contending real-time traffic is not heavy,

tree-splitting algorithm is quite efficient [5, 31, 42, 44]. After five handshakes, stations 6,

10, 13 join the polling list; meanwhile, the stack becomes empty and then the PC broadcasts

an M-POLL (multi-poll) frame to announce the start of the polling period. The M-POLL

frame contains the polling list that consists of AIDs of the stations which are going to be

polled in sequential order. Upon receipt of the M-POLL frame, each active station clearly

knows whether it has been successfully placed on the polling list. To ensure fairness with

the splitting algorithm, the sequence of dimensions the PC explores shall be randomized in

each collision resolution period. (See Figure 4.5, line 01.) In a nutshell, the tree-splitting

operation is essentially that of polling, with the PC systemically and adaptively controlling

the number of allowably contending stations to finally identify each active station.

4.2.5 Polling Procedure

At the beginning of the polling period, the PC issues an M-POLL frame to specify the ac-

cess order and the medium occupancy time (TXOP) for each polled station. Figure 4.8(b)

presents the format of the M-POLL frame suggested by the IEEE 802.11e task group [27].

The TXOP (transmission opportunity) subfield specifies the time duration during which the

polled station has the right to transmit. Therecord countfield equals to the number of polled

stations. (We will describe how the PC dynamically assigns the value of TXOP for each

admitted station in the next subsection.) On receiving the M-POLL frame, each polled sta-

tion needs to monitor the channel activity and automatically initiates its transmission a SIFS

period after the end of the transmission of its predecessor in the polling order. Figure 4.7(a)

depicts how the polling procedure works. Clearly, if the PC has data to send, it can also add

its BSSID to the polling list. During the polling period, the time gap between two successive
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Figure 4.7: The left small table indicates that, during the registration period, station 4 de-

clares(D4,G4) = (800, 800) and station 10 declares(D10,G10) = (1100, 700), etc. Part (a)

shows that, at the start of the polling period, the PC broadcasts the M-POLL frame to spec-

ify the station transmission order and time, namely,((4, 800), (10, 900), (6, 600), (13, 800)).

Part (b) shows that, since station 10 does not react, the PC seizes the medium by sending

the M-POLL frame after an elapsed PIFS. Note that, in this case, the bandwidth demand of

station 13 is luckily satisfied.

transmissions is generally a SIFS period. However, as depicted in Figure 4.7(b), if a polled

station, sayAID = j, makes no response (due to station failure or the loss of its predeces-

sor’s frame), then the PC resumes sending the M-POLL frame which contains the remaining

members on polling list after an elapsedPIFS. This permits the PC to retain control of the

medium, thus ensuring that the idling-CFP disaster will never happen. It is worth pointing

out that, in Q-PCF, the PC will not remove that stationj from the polling list until its no-

response event has occurred forK, sayK = 3, consecutive superframes. During the polling

period, each polled station can send a unicast, multicast, or broadcast data frame of vari-

able length. Moreover, Q-PCF supports the direct station-to-station traffic transfer; namely,

each polled station can directly send an MPDU to neighboring station(s) without relying on

the relay of the AP. Figure 4.8(c) shows the MPDU frame format used in the CFP. Notice

that, in IEEE 802.11, the PC has an obligation to acknowledge the receipt of data received

from each polled station when performing the polling procedure. However, it is well known

that real-time services, such as voice and video, can tolerate a small amount (1% ∼ 3%) of

dropped frames without suffering a large quality degradation [73]. To strike the right balance
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between reliability and channel utilization, we consider anoptional-ACKdesign for Q-PCF;

in other words, each polled station shall explicitly indicate whether it requires an ACK when

sending out an MPDU. In case the positive ACK is required but the MPDU was not properly

received at the destination, the source station will be able to retransmit that MPDU when it

is polled the next time. Figure 4.7 shows an example that all real-time stations require no

acknowledgements.

Once an admitted station finishes sending its real-time flow at the present polling period

and desires to tear down the connection, it shall set themore databit to 0 in theframe control

filed. When the PC receives this information, it will remove that station from the polling list.

By this way, each admitted station can easily and quickly get off the polling list without

performing a reassociation. (Note that IEEE 802.11 PCF [48] uses the more data bit in a

different way. Specifically, in PCF, if a station polled by the PC without sufficient time to

send its queued MPDU before the end of the CFP, it will respond with a Null frame and set

the more data bit to 1 to allow the PC to distinguish between an empty queue and a response

due to insufficient time to transfer an MPDU. However, such an unhappy event (insufficient

medium occupancy time) will never occur in Q-PCF. See subsections 4.2.6 and 4.2.7.)

4.2.6 Bandwidth Allocation Procedure

To receive performance assurance and make a reservation, an application (station) shall first

characterize the traffic flow that it will inject into the WLAN and specify its desired amount

of bandwidthG that the PC must guarantee in each polling period. During the delivery of

a continuous media stream, a real-time station may demand different amount of bandwidth

D in each polling period. Obviously, in case thatD > G happens, the PC may not be able

to satisfy station’s bandwidth demand. Thus given0 ≤ ε < 1, each active real-time station

shall estimate the value ofG that satisfies the inequalityPr[D ≤ G] ≥ 1− ε, where the value

of ε reflects individual user’s QoS requirement.

For variable bit rate (VBR) traffic (e.g., video stream) with meanµ and varianceσ2 of

the bit rate, we can obtain

G =

(
µ + σ

√
1− ε

ε

)
× SF

CDR
(4.1)
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using the one-sided Chebyshev inequality [63], where SF is the length of the superframe

and CDR is the channel data rate. In [1, 72, 73], the authors assume that VBR video traffic

follows the truncated exponential distribution with the minimum bit rateα, the peak bit rate

β, and the mean bit rateµ. In this case, the value ofG can be expressed as

G =
[
α− γ ln

(
ε + (1− ε)e

α−β
γ

)]
× SF

CDR
, (4.2)

whereγ is the solution of the following nonlinear equation

µ = γ +
α− β × e

α−β
γ

1− e
α−β

γ

. (4.3)

Derivations of equations (4.2) and (4.3) are shown in Appendix C. Note that the value of

γ can be solved using numerical techniques. For example, the authors in [1, 72, 73] set

α = 120 K, β = 420 K, andµ = 240 K; so we can getγ ≈ 244 K. For constant bit rate

(CBR) traffic (e.g., audio stream) with bit rateµ, we can assign

G = µ(1− ε)× SF

CDR
. (4.4)

In sum, each active real-time station shall declare its determined value ofG using the

PR or RR frame during the registration period. Expectably, the higher level of performance

warrant the mobile user desires, the larger value ofG the mobile station should request,

the more access fee the mobile user may be charged by the wireless service provider. The

PR/RR frame format is shown in Figure 4.8(a). Each real-time station uses theguaranteed

bandwidthfield and thedemanded bandwidthfield, respectively, to inform the PC the value

of G and its bandwidth demand in the current CFP. Besides, as shown in Figure 4.8(c), each

polled station piggybacks thedemanded bandwidthfield with the MPDU to declare its re-

quired bandwidth in the next polling period. In what follows, we will present how the PC

dynamically allocates bandwidth to provide isolation among admitted flows while utilizing

bandwidth resources as efficiently as possible. The primary principle underlying the band-

width allocation procedure is that all flows with demands less than their declared amounts of

guaranteed bandwidth will be satisfied, while the unused CFP bandwidth will be allocated

according to the weighted fair sharing scheme for the remaining flows with demands larger

than their declared amounts of guaranteed bandwidth. The bandwidth allocation procedure

is formally presented below.
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Figure 4.8: The formats of Q-PCF frames.

Let L = {A1, A2, · · · , A`} be the polling list, whereAi denotes the station withAID =

Ai and` = |L| equals to the cardinality of the polling list. LetGAi
andDAi

, respectively, be

the guaranteed bandwidth and demanded bandwidth declared by stationAi. Before broad-

casting the M-POLL frame, the PC calculates the value

Υ = CFPMaxDuration− (Ts + PIFS + Tbeacon

+ SIFS + Treg + TM−POLL + SIFS + TCF−End), (4.5)

whereTreg is the length of the registration period. Note that the run-time admission control

scheme described in subsection 4.2.7 will ensure that each admitted stationAi can acquire

the medium occupancy time at leastmin{DAi
, GAi

}. Hence the residual bandwidthRSB

in the current CFP that can be fairly shared by those admitted stations whose demanded
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bandwidth exceeds its declared guaranteed bandwidth can be expressed as

RSB = Υ−
∑̀
i=1

(
min{DAi

, GAi
}+ SIFS

)
. (4.6)

The PC then allocates bandwidthTXOPAi
to stationAi according to the following formula.

TXOPAi
=





DAi
if DAi

≤ GAi
,

min

{
DAi

, GAi
+

⌊
RSB × DAi

− GAi∑
DAk

>GAk
(DAk

− GAk
)

⌋}
if DAi

> GAi
.

(4.7)

Take Figure 4.7(a) for example,L = {A1 =4, A2 =10, A3 =6, A4 =13}, CDR = 11 Mbps,

TM−POLL = 24 µs, TCF−End = 15 µs, SIFS = 10 µs, andPIFS = 30 µs; according to

equations (4.5), (4.6), and (4.7), we haveΥ = 3100 µs, RSB = 300 µs, TXOP4 = 800 µs,

TXOP6 = 600 µs, TXOP10 = 700 + b300 × 400
400+200

c = 900 µs, andTXOP13 = 700 +

b300× 200
400+200

c = 800 µs.

It is noteworthy that once a polled stationAj does not respond during the polling period,

the PC will recompute the residually sharable bandwidthRSB and retransmit the M-POLL

frame to announce the newly calculated TXOP values to the remaining members on polling

list. Besides, in the next polling period, the PC will reserveTXOPAj
= GAj

for that station

Aj since its demanded bandwidth is unknown while its QoS requirement still needs to be

guaranteed. Consider the example shown in Figure 4.7(b), since no response is heard from

station 10, the PC rebroadcasts the M-POLL frame after an elapsed PIFS and reports that

TXOP6 = 600 µs andTXOP13 = 900 µs. Further, the PC will allocateTXOP10 = 700 µs

for station 10 in the next polling period.

4.2.7 Run-Time Admission Control

We now present how the run-time admission control operates in Q-PCF. Since the length

of CFPMaxDuration is limited, the PC shall persist in monitoring the bandwidth usage

and determine when to terminate the registration process in order not to violate bandwidth

guarantees made to already admitted stations. Conventional admission control approaches

[16, 21, 44] require that the mobile user proposes its QoS requirement when making a reser-

vation, and then the PC executes the admission test to decide whether to accept/reject that
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connection request according to available bandwidth resources. However, such a traditional

approach is not suitable for Q-PCF in that the reservation request/response frame exchange

failing the admission test simply wastes the scarce wireless bandwidth. Instead, Q-PCF

adopts themobile-assistedadmission control scheme. During the registration period, the PC

evaluates the bandwidth capacity based on the bandwidth quota reserved for admitted sta-

tions and piggybacks the available bandwidth information with the PE/RE frame. Upon re-

ceipt of the PE/RE frame, active real-time stations take the admission test and check whether

remaining available bandwidth is sufficient to meet their QoS needs. Those who pass the

admission test can reply the PR/RR frames and report their QoS requirements; while those

who fail the admission test shall abort the contention in the remaining registration period

and wait for the next CFP. The benefit of this approach is that contending traffic may be

further reduced. The PC then decides whether to proceed to the next PE/PR or RE/RR hand-

shake according to received PR/RR frames. The following two principles guide the design

of Q-PCF admission control algorithm.

P1. The PC must make sure that the progress of the registration process will not affect the

default medium occupancy time,min{DAi
,GAi

}, of each admitted stationAi ∈ L
on the polling list. Recall that, after the end of the registration period, the PC will

recalculate TXOP values for all admitted stations via equations (4.5), (4.6), and (4.7).

P2. The PC must make sure that QoS requirements of all stations on the polling list will be

guaranteed even in the worst case scenario, that is,Ts = T̂s andDAi
≥ GAi

for all

Ai ∈ L.

We now introduce some notations used to facilitate the presentation of run-time admission

control algorithm.

• Let OCFP denote the fixed overhead in a CFP. IfL 6= ∅, then we have

OCFP = PIFS + Tbeacon + TM−POLL + TCF−End + 2× SIFS. (4.8)

• During the registration period, we let

δ1 =





TPE if the PC sends out the PE frame,

TRE if the PC sends out the RE frame.
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Figure 4.9: Run-time admission control process and timing relationships betweenRAB and

∆r.

δ2 =





TPR if the mobile replies the PR frame,

TRR if the mobile replies the RR frame.

• We define two auxiliary variables∆r and∆g, respectively, to assist the PC in verifying

whetherP1andP2are always satisfied, where

∆r = CFPMaxDuration−
[
Ts + OCFP +

∑
Ai∈L

(SIFS + min{DAi
,GAi

})
]

(4.9)

and

∆g = CFPMaxDuration−
[
T̂s + OCFP +

∑
Ai∈L

(SIFS + GAi
)

]
. (4.10)

Refer to Figure 4.9, Figure 4.10 specifies the admission control operations performed

cooperatively by the PC and all active real-time stations during the registration period. Note

that the RE frame format is shown in Figure 4.8(d).

4.3 Throughput Analysis

We follow the analytic model proposed in [30, 31] to evaluate the approximate throughput

of the Q-PCF protocol in a single-hop WLAN, which consists of an AP andN associated

stations. We consider that there are merely real-time and non-real-time stations in a WLAN;

however, only the formers can get on the polling list. LetNrt andNnrt be the number of

real-time and non-real-time stations respectively, whereNrt = 2m andNrt + Nnrt = N .

For ease of analysis, we assume that, at the start of each CFP, each non-admitted real-time
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01 After broadcasting the beacon, the PC computes∆g, ∆r, and the variable

RAB := ∆r − (δ1 + δ2 + 3× SIFS);

/∗ The variableRAB denotes the remaining available bandwidth

if the PC proceeds to the next PE/PR or RE/RR handshake.∗/
02 while (∆g > 0 and RAB > 0 and (registration process is not finished)){
03 The PC sends the PE/RE frame and announces(∆g, RAB);

/∗ On receiving the PE/RE frame, each active real-time station, sayAk,

takes the following admission test.∗/
04 if (GAk

≤ ∆g and min{GAk
,DAk

} ≤ RAB)

05 StationAk replies the PR/RR frame and declares(DAk
,GAk

);

06 status := receive(PR or RR);

/∗ The PC updates the channel state variablestatus according to

received PR/RR frames.∗/
07 switch (status) {
08 caseSINGLE:

09 The PC places the real-time stationAk on the polling list;

10 ∆g := ∆g − (SIFS + GAk
+ 4×8

CDR
);

11 ∆r := ∆r − (δ1 + δ2 + min{GAk
,DAk

}+ 3× SIFS + 4×8
CDR

); break;

/∗ Note that the length of the M-POLL frame will increase by 4 bytes

(32 bits) if a new real-time station is admitted.∗/
12 caseNULL:

13 ∆r := ∆r − (δ1 + SlotTime); break; // PIFS = SIFS + SlotTime.

14 caseCOLLISION:

15 ∆r := ∆r − (δ1 + δ2 + 2× SIFS); break;

16 }
17 RAB := ∆r − (δ1 + δ2 + 3× SIFS);

18 }

Figure 4.10: The Q-PCF admission control algorithm.
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station has a probabilityp of intending to join the polling list. Thus given|L| = `, we have

Pr[ There arei active real-time stations at the beginning of CFP ]

= R[i, Nrt − `] =

(
Nrt − `

i

)
pi(1− p)Nrt−`. (4.11)

In what follows, we will derive the average length of the polling period, which starts from

the M-POLL frame and finishes before the CF-End frame (Refer to Figure 4.7). SinceNrt is

finite, giveni active real-time stations, the deterministic tree-splitting algorithm ensures that

the maximum length of the registration period is finite and its value only depends onNrt and

i. For simplicity, we consider a homogeneous CBR traffic scenario whereD = DAi
= DAj

,

G = GAi
= GAj

, andD = G ≤ TmaxMPDU for all real-time stationsAi, Aj ∈ L and

Ai 6= Aj. As a result, the PC can allocate the same TXOP value,D, to each polled station.

By exploiting equation (4.10), the maximum number of admitted stationŝ̀ in Q-PCF is

bounded by

̂̀≤
⌊

1

G + SIFS
(CFPMaxDuration− T̂s −OCFP)

⌋
. (4.12)

Hence we tune the values of̂̀and SF such that the following inequality always holds.

PIFS + Tbeacon + SIFS + max{Treg + Tpolling}+ TCF−End ≤ SF− (CPmin + T̂s). (4.13)

Note thatmax{Treg + Tpolling} is finite and its value only relies on the number of active real-

time stations,̀̂ , andNrt. In this way, the PC performs the run-time admission control during

the registration period to merely maintain the polling list size. In other words, if there are

alreadŷ̀stations on the polling list, the registration process will be skipped until at least one

admitted station get off the polling list. On the other hand, if there are only` < ̂̀admitted

stations, giveni active real-time stations, the PC shall keep executing the collision resolution

procedure during the registration period until themin{̂̀− `, i}-th SINGLE event occurs.

For each admitted real-time station, we assume that it will sojournS superframes to

complete its entire flow transmission, whereS is a geometric random variable with parameter

q, that is,Pr[S = s] = (1 − q)s−1q for s = 1, 2, · · · . Because of the memoryless property

of the geometric distribution, this assumption implies that each polled station will set more

data bit to 0 with probabilityq when transmitting an MPDU. GivenNrt and`, we define

W [i, Nrt − `] =





R[i, Nrt − `] if 0 ≤ i ≤ ̂̀− `− 1,
∑n

j=b̀−` R[j, Nrt − `] if ̂̀− ` ≤ i ≤ Nrt − `.
(4.14)
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0 1 l̂1ˆ −l

Figure 4.11: Markov chain for the Q-PCF protocol.

The state transition diagram of the Markov chain is shown in Figure 4.11, where the stateπ`

represents the stationary probability that there are` stations on the polling list. Notice that

the number of admitted stations can increase up tồafter the end of the registration period,

but can decrease by up tòafter the end of the polling period. Letpi,j be the transition

probability from statei to statej andXt be the state index in thet-th polling period. The

transition probabilities can be specified as

pi,j = Pr[Xt+1 = j | Xt = i ]

=





j∑

k=0

(
i

i− j + k

)
qi−j+k(1− q)j−kW [k, Nrt − i] if 0 ≤ j ≤ i ≤ ̂̀,

i∑

k=0

(
i

k

)
qk(1− q)i−kW [j − i + k,Nrt − i] if 0 ≤ i < j ≤ ̂̀.

(4.15)

Letπ = [ π0, π1, · · · , πb̀] be the stationary probability vector andP = [ pi,j ] be the transition

probability matrix. The balance equation for this Markov chain isπ = πP . From this,

together with the normalization condition that
∑b̀

`=0 π` = 1, we can obtain the vectorπ.

Accordingly, the average number of stations on the polling list is` =
∑b̀

`=0 ` × π`. Let

T polling denote the expected length of the polling period. We have the following result.

T polling = (1− π0 ×R[0, Nrt])× (TM−POLL + SIFS) + `× (D + SIFS). (4.16)

In what follows, we will derive the average length of the registration period, which starts

from thePE1 frame and finishes before the M-POLL frame (Refer to Figures 4.4 and 4.6).
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During the registration period, the PC evenly splits the AddressPatternP involved in the

collision along a predetermined dimension into two subsets,P1 andP2. Note that|P1| =

|P2| = |P|/2. The PC first recursively resolves the collision ofP1, and then resolves the

collision ofP2 independently. Giveni active real-time stations, the notationsC(Nrt, i, k),

N(Nrt, i, k), andS(Nrt, i, k) denote the average number of COLLISION steps (rounds),

number of NULL steps, and number of SINGLE steps, respectively, required to resolve

collisions until thek-th SINGLE event takes place, where1 ≤ k ≤ i ≤ Nrt. Clearly,

S(Nrt, i, k) = k regardless ofNrt. With each further splitting, the set of remaining possible

numbers in one of the new subsets is halved. The number of active stations in the left or right

subsets is according to a hyper-geometrical distribution. Based on derivations in [30, 31],

C(Nrt, i, k) andN(Nrt, i, k) can be expressed in the following recursive forms.

C(Nrt, i, k)

=





1 +
ω∑

j=ν

(
2m−1

i−j

)(
2m−1

j

)
(
2m

i

)
[
C(2m−1, i− j, i− j) + C(2m−1, j, k − i + j)

]
if k > i− j,

1 +
ω∑

j=ν

(
2m−1

i−j

)(
2m−1

j

)
(
2m

i

) × C(2m−1, i− j, i− j) otherwise,

(4.17)

whereNrt = 2m, ν = max{0, i− 2m−1}, andω = min{0, 2m−1}. Besides,

N(Nrt, i, k) =





ω∑

j=ν

(
2m−1

i−j

)(
2m−1

j

)
(
2m

i

)
[
N(2m−1, i− j, i− j) + N(2m−1, j, k − i + j)

]
if k > i− j,

ω∑

j=ν

(
2m−1

i−j

)(
2m−1

j

)
(
2m

i

) ×N(2m−1, i− j, i− j) otherwise.

(4.18)

Notice that the actual values ofC(Nrt, i, k) and N(Nrt, i, k) may be smaller than those

calculated by equations (4.17) and (4.18) in that our tree-splitting algorithm can intelligently

avoid some pointless polls (See Figure 4.5).

Let T reg denote the expected length of the registration period. Given` already-admitted

stations andi active real-time stations,T reg equals the sum of the average number of SINGLE

steps times their durationδ1 + δ2 + 2× SIFS, plus the average number of NULL steps times

their durationδ1 +PIFS, plus the average number of COLLISION steps times their duration

δ1 + δ2 +2×SIFS until min{i, ̂̀− `} SINGLE events are recognized by the PC. The sum of

all three portions has to be multiplied by the fraction
∑b̀−1

`=0 π`, which represents the fraction

of non-skipped registration periods. Note that it is possible to have skipping registration
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periods; however, there is no cost for skipping a registration period. Accordingly, we have

the following result.

T reg =

b̀−1∑

`=0

π` ×
{

R[0, Nrt − `]× (δ1 + PIFS) + R[1, Nrt − `]× (δ1 + δ2 + 2× SIFS)

+
Nrt−`∑
i=2

R[i, Nrt − `]×
[
(δ1 + δ2 + 2× SIFS)× (C(Nrt, i, ̂̀− `) + S(Nrt, i, ̂̀− `))

+ (δ1 + PIFS)×N(Nrt, i, ̂̀− `)
]}

. (4.19)

Let CP be the expected length of the contention (DCF) period. By exploiting equations

(4.16) and (4.19), we obtain

CP = SF− (PIFS + Tbeacon + SIFS + T reg + T polling + TCF−End). (4.20)

We are finally in the condition to determine the normalized system throughputS, defined

as the fraction of time, during which the channel is being used to successfully transmit data

frames. LetSDCF(Nnrt) be the normalized throughput of DCF in the presence ofNnrt non-

real-time stations and its value can be found in [6, 77]. When Q-PCF and DCF coexist in a

WLAN, we can expressS as the ratio

S =
E[ time used for successful data transmission in a superframe]

E[ length of a superframe]

=
`×D + CP× SDCF(Nnrt)

SF
. (4.21)

4.4 Performance Evaluation

We have developed event-driven simulators to verify the performance of Q-PCF and compare

our results to the PCF. Each simulation run was executed for a duration of1.8 × 108 µs

in a single-hop wireless LAN with one AP and256 associated mobile stations. Table 4.1

summaries the system parameter values, which follow the IEEE 802.11 MAC specifications

for the direct sequence spread spectrum (DSSS) physical layer [48].

4.4.1 Traffic Models and Performance Metrics

The following three types of traffic are considered in our simulations.
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Table 4.1: System parameters used in the simulation.

Parameter Value

Channel bit rate 11 Mbps

Superframe length 25 ms

SIFS 10 µs

PIFS 30 µs

DIFS 50 µs

SlotTime 20 µs

RTS frame length 20 bytes

CTS frame length 14 bytes

ACK frame length 14 bytes

CWmin 31 slots

CWmax 1023 slots

MAC header 24 bytes

PHY header 16 bytes

Reassociation Request frame length 38 bytes

Reassociation Response frame length 34 bytes

Beacon frame length 57 bytes

Null frame length 44 bytes

PE frame length 18 bytes

PR frame length 16 bytes

RE frame length 20 bytes

RR frame length 19 bytes

M-POLL frame length 16 + 4× polling list size

CF-End frame length 20 bytes
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Table 4.2: Traffic parameter values for the CBR and VBR models.

CBR Traffic Parameter Value

Conversation length 180 sec

Principle talkspurt 1.00 sec

Principle silent gap 1.35 sec

Data bit rate (CBR) 64 Kbps

Maximum voice frame tolerable delay 25 ms

VBR Traffic Parameter Value

Peak bit rate 420 Kbps

Minimum bit rate 120 Kbps

Mean bit rate 240 Kbps

Mean state holding time 160 ms

Mean video call length 180 sec

Maximum video frame tolerable delay 50 ms

1) Data Traffic: The arrival of data frames at each mobile station follows the Poisson

distribution with the mean valueλ. The data payload size is fixed at2312 bytes. Since the

data frame is quite large, each DCF-station shall employe the RTS/CTS exchange procedure

to transmit data frames.

2) CBR Voice Traffic: The voice traffic is generally modelled as a two-state (ON/OFF)

Markov process with talkspurt and silent states. In the talkspurt state, the CBR station gen-

erates a continuous bit-stream; in the silent state, no voice frame will be generated. The

mean values for talkspurt duration and silent duration are 1.00 second and 1.35 second re-

spectively. Notice that, when measuring the Q-PCF capacity (maximum polling list size),

we will consider the always-ON model; that is, the silent duration is0. Voice frames that can

not be transmitted within the maximum tolerable time will be dropped.

3) VBR Video Traffic: The video traffic is modelled as a multi-state model where a state

generates a continuous bit stream for a certain holding duration [1, 73]. The bit rate values of
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different states are obtained from a truncated exponential distribution with a minimum and

a maximum bit rate values. The state holding time follows an exponential distribution with

the mean160 ms. Video frames that can not be transmitted within the maximum tolerable

time will be dropped.

Table 4.2 summaries the traffic parameter values. We assume that voice traffic has the

highest priority since its maximum tolerable delay is minimum among all kinds of traffic.

The video traffic has the second highest priority, and the data traffic has the lowest priority.

For ease of exposition, we assume that each CBR (VBR) station selects the same value

of εCBR (εVBR) and declares the same value ofGCBR (GVBR) during the registration period.

Moreover, in Q-PCF (PCF), real-time stations on the polling list are polled in a FCFS (round-

robin) fashion. Two performance metrics considered in the simulation study are defined as

follows.

1) Goodput: The fraction of time devoted by real-time (CBR/VBR) stations and non-real-

time (DCF) stations to successfully transmit their pure payload. Note that goodput excludes

time lost to protocol overhead, collisions, and retransmissions [44].

2) Frame Delay Dropped Rate(FDDR): The FDDR is defined as the fraction of dropped

voice/video frames caused by violating the delay constraints.

4.4.2 Simulation Results

To verify the correctness of the run-time admission control scheme, we measure the Q-PCF

capacity (the maximum number of real-time stations that the PC can admit) under the pure

CBR/VBR traffic models through the simulation program and equation (4.12). For the pure

CBR (VBR) traffic scenario, we let the number of CBR (VBR) stations 150 (0) and the the

number of VBR (CBR) station 0 (150). Besides,εCBR = 0 andεVBR = 0.5. In Figure

4.12(a), we can find that the maximum number of real-time stations admitted by Q-PCF

exactly reaches the theoretical upper bound derived by equation (4.12). When the value

of εCBR or εVBR varies, Figures 4.14(b) and 4.15(b) indicate that, in Q-PCF, the maximum

polling list size also matches the theoretical upper bound exactly. These results justify the

superiority of the mobile-assisted admission control scheme. Recall that, in IEEE 802.11, all

communications in an infrastructure WLAN shall be relayed through the AP. This implies
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Figure 4.12: (a) The number of real-time stations admitted by the Q-PCF/PCF during the

entire simulation time. (b) Comparisons of the derived FDDR by Q-PCF and Q-PCF un-

der the pure CBR and VBR traffic environments. (εCBR = 0, εVBR = 0.5, andλ = 0.1

frames/sec/DCF-station.)

that, in saturated condition, the optimal polling list size in PCF should be about half that

of the Q-PCF. Since PCF does not perform any admission control, the PC admits a large

number of real-time stations, which may be far beyond its capacity. In this case, several

real-time stations will not be polled during the entire CFP. As a result, the FDDR of PCF

is remarkably large. On the other hand, Figure 4.12(b) shows an interesting result that the

FDDR of Q-PCF is very close to0 evenεVBR = 0.5. The reasons are as follows. Let

DVBR be a random variable that equals to the demanded bandwidth of each VBR station. By

definition, whenεVBR = 0.5, GVBR is themedianofDVBR [63]; that is,Pr[DVBR ≥ GVBR] =

Pr[DVBR ≤ GVBR]. Recall that Q-PCF bandwidth allocation scheme tries to allocate unused

bandwidth from those VBR stations whose bandwidth needs are less thanGVBR to those

stations whose bandwidth needs are greater thanGVBR. Since the cardinalities of these two

sets are statistically equal, we can expect that, in this case, the FDDR is0.

To acquire contention-free services, we hope that real-time stations can promptly register

with the PC and the registration process should not be adversely affected by the low-priority
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Figure 4.13: The number of CBR/VBR stations admitted by the Q-PCF/PCF during the

entire simulation time under the different asynchronous data load. (εCBR = 0 andεVBR =

0.5.)

(DCF) stations. Since, in IEEE 802.11, the registration (reassociation) process relies on

DCF, we can find that, in Figure 4.13(a), the number of admitted real-time stations decreases

as the data load becomes heavier. However, in Figure 4.13(b), we observe that the number

of admitted real-time stations in Q-PCF is not affected by the behaviors of non-real-time

stations at all. This result justifies the creation of the registration period dedicated to real-

time stations.

Next, we explore the relationships amongε, goodput, and FDDR for the Q-PCF protocol

under the pure CBR traffic condition. For CBR sources, we consider the always-ON model.

Figure 4.14(b) indicates that the number of admitted CBR stations is linearly proportional

to the value ofεCBR. This is expected since, according to equation (4.4), a largerεCBR will

lead to a smallerGCBR. As the value ofGCBR decreases, more CBR stations can be accom-

modated. Figure 4.14(a) shows that, whenεCBR < 0.1, the goodput and FDDR increase

gradually as the value ofεCBR increases. However, whenεCBR ≥ 0.1, the FDDR rises

steeply and the goodput declines suddenly. This is because, evenTs = 0, the protocol over-

head plus the total bandwidth demanded by all CBR stations in a CFP exceeds the system
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Figure 4.14: (a) The relationships amongεCBR, goodput, and FDDR for Q-PCF under the

pure CBR traffic environment. (b) As the value ofεCBR increases, so does the number of

admitted CBR stations. (CBR = 150, VBR = 0, andλ = 0.1 frames/sec/DCF-station.)

capacity (CFPMaxDuration). In this case, the value of FDDR naturally rises toεCBR; mean-

while, the goodput plunges due to a rapid amount of dropped frames. Figure 4.15 depicts

the relationships amongεVBR, goodput, and FDDR under the pure VBR traffic condition.

We see that, as the value ofεVBR increases, so does the number of admitted VBR stations.

On the other hand, the FDDR increases and the goodput decreases whenεVBR ≥ 0.6. The

reasons are similar to those described above.

Finally, we examine the performance of Q-PCF and PCF under the heterogeneous traffic

scenarios. We let the number of CBR stations100 and the number of VBR stations30. In

addition,εCBR = 0.02 andεVBR = 0.5. For CBR sources, we consider the ON-OFF model.

Figure 4.16(a) reveals that, whenλ ≥ 1.9, the goodput of Q-PCF achieves nearly90%, while

the goodput of PCF is only around47%. Figure 4.16(b) reveals that the FDDR of Q-PCF is

very close to0 regardless of DCF traffic load; by contrast, the FDDR of PCF is over50% in

most situations. The results conclude that Q-PCF delivers high goodput and indeed provides

QoS guarantees for real-time multimedia applications.
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4.5 Summary

In this chapter, we have proposed a new novel polling-based MAC protocol, called Q-PCF,

which can coexist with the IEEE 802.11 DCF, while supporting real-time multimedia appli-

cations in an infrastructure WLAN. The Q-PCF protocol not only overcomes the entire draw-

backs of the IEEE 802.11 PCF but also possesses several distinctive characteristics. First, Q-

PCF adopts the handshaking technique to provide multiple priority levels and guarantees that

high-priority stations always get on the polling list earlier than low-priority stations. Second,

Q-PCF adopts the deterministic tree-splitting algorithm as the contention-based reservation

scheme such that real-time stations can register with the PC in bounded time. Third, Q-PCF

employs the multipoll technique to reduce the polling overheads and support directional data

transfer. In addition, Q-PCF guarantees that the idling-CFP disaster will never occur. Forth,

Q-PCF adopts dynamic bandwidth allocation scheme to support CBR/VBR transportation

and offer per-flow probabilistic performance assurances. Fifth, Q-PCF integrates the unique

mobile-assisted admission control process into the registration procedure so that the PC can

admit as many newly arriving flows as possible, while not violating already-admitted flows’

guarantees. Sixth, the performance of Q-PCF has been evaluated via both mathematical

analysis and simulation experiments. Simulation results do confirm that Q-PCF much out-

performs PCF both in terms of goodput and frame delay dropped rate even under the het-

erogeneous traffic scenarios. Last but not least, we believe that the Q-PCF protocol can be

easily applied to the present IEEE 802.11 compliant products without major modifications.



Chapter 5

Asynchronous Power Management

Protocols for Ad Hoc Networks

5.1 Introduction

With the evolutionary advancement of wireless technologies and the proliferation of portable

computers, the applications of the MANET (mobile ad hoc network) are getting more and

more important, especially in the emergency, military, entertainment, and outdoor business

environments, in which instant fixed infrastructure or centralized administration is difficult

or too expensive to install. However, the finite and nonrenewable battery power of mobile

stations represents one of the greatest limitations to the utility of MANETs. It is well known

that, due to technology limitations, the battery capacity will not be dramatically promoted

in the not-so-distant future. Therefore, it is essential to investigate power saving strategies

to prolong the lifetime of both individual nodes and the network. One way to reduce en-

ergy consumption is simply to use low-power hardware components. Another way is to

adopt software-controllable power management protocols that allow transceivers to be used

in energy conserving ways. One of the most common techniques to attain this goal is the

discontinuous reception[64]; namely, battery power could be greatly saved by periodically

turning the radio off when not in use since the network interface may often be idle [26]. How-

ever, in such environments, it may take longer time to activate the link between power-saving

(PS, for short) neighbors. Definitely, a good power management protocol ought to minimize
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the power consumption without significantly deteriorating the connectivity or capacity of the

network.

5.1.1 Synchronous Power Management Protocols

In the literature, several power management protocols for wireless networks have been pro-

posed [9, 43, 48, 57, 64, 67, 68, 78]. The authors in [57] presented TDMA-based birthday

protocols for saving energy during the neighbor discovery phase in static wireless sensor

networks. The IEEE 802.11 MAC (medium access control) protocol [48] specifies different

power saving mechanisms for use within the infrastructure wireless LAN and the indepen-

dent basic service set (IBSS) respectively. In an IBSS (also known as a single-hop MANET),

all stations are within each other’s transmission range and time is divided into fixed-sized

beacon intervals. Clock synchronization by periodic broadcast of abeaconframe is required

to ensure that all PS stations wake up prior to eachtarget beacon transmission time(TBTT).

If a sender intends to transmit buffered frames to a destination station that is in a PS mode,

the sender should first announce a directedad hoc traffic indication message(ATIM) frame

during theATIM window, in which all PS stations are awake. Upon receipt of a directed

ATIM frame, the PS station shall acknowledge the ATIM frame and remain in the awake

state for the entire beacon interval. The PS station that neither transmitted nor received a

directed ATIM frame may return to thedozestate at the end of the ATIM window. In the

doze state, the transceivers are powered down and stations are unable to transmit or receive.

Immediately following the ATIM window, the pending buffered frames should be sent us-

ing the conventional DCF (distributed coordination function) access procedure. Figure 5.1

illustrates an example of power management in an IEEE 802.11 ad hoc network. The more

complete and detailed explanation can be found in [48]. The authors in [81] discussed dif-

ferent aspects of power saving addressed in IEEE 802.11 and HYPERLAN standards. They

further showed that any fixed size of the ATIM window can not perform very well in all

situations. Hence the authors in [43] proposed several energy conserving optimization tech-

niques, called DPSM, for IEEE 802.11. In DPSM, each station in an IBSS can dynamically

tune its ATIM window size according to observed network conditions. Unfortunately, all the

above-mentioned protocols [43, 48, 57, 81] are only suitable for synchronous environments.
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Figure 5.1: Power management operation in an IBSS. A beacon frame is broadcasted after

each TBTT. All PS stations stay awake for the ATIM window as shown in the first beacon

interval, and go to sleep again if no frame is buffered for them. In the second beacon interval,

station Y announces a buffered data frame for station X using a directed ATIM frame. X

replies by sending an ATIM-ACK, and both X and Y remain active during the entire beacon

interval. After the ATIM window, Y sends the data frame, and X acknowledges its receipt.

5.1.2 Challenges

When designing power management protocols for a large-scale MANET, we will unavoid-

ably encounter three major challenges:

• Beacon contention: In IEEE 802.11 [48], every station has to periodically compete

with others to broadcast its beacon at around TBTT. Due to the absence of RTS/CTS

dialogue, the deficiency of backoff mechanism, and the lack of acknowledgement, the

beacon broadcast procedure defined by IEEE 802.11 is highly unreliable. Besides,

the higher the node density, the more serious the beacon contention and collisions.

As a result, the out of synchronization problem easily arises even in a small IBSS

configuration [38].

• Timing synchronization: It is extremely difficult (if not impossible) for all nodes to

keep synchronized at all times because of severe beacon contention, unpredictable

node mobility, and heavy traffic of timing information exchange. Although the Global

Positioning System (GPS) can simplify the synchronization problem, it is not neces-

sarily true that all future mobile stations will be equipped with GPS receivers. Once

stations get out of synchronization, then IEEE 802.11 power saving operation may
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Figure 5.2: Because of out of synchronization, PS stations, X and Y, are unable to receive

each other’s beacons or ATIM frames.

completely fail since PS neighbors may forever lose each other’s beacons or ATIM

frames. See Figure 5.2.

• Neighbor maintenance: For an active station, it may be unaware of a PS station at

its neighborhood since a PS station will reduce its transmitting activity. For a PS

station, it may be unaware of a station at its neighborhood since its listening activity

is confined to the ATIM window. Besides, without a consistent common reference

clock, a PS station may wake up too late to hear neighbors’ signals. Such incorrect

neighbor information may be an obstacle to many existing protocols, such as zone

routing protocol [36] and neighbor coverage-based broadcasting protocol [79], whose

success relies on accurate neighbor table. To make matters worse, since PS stations do

not stand much chance of being detected, if some of them constitute avertex cutset,

whose removal will disconnect the network, then thevirtual network partitionproblem

[78] may arise.

Power management protocols introduced in [9, 64, 67, 68, 78] are asynchronous. The

authors in [64] proposed the PSPA protocol for reducing the power consumption of portable

stations operating in a mobile network with abase stationsupport. The base station will keep

on sending page messages whenever there are buffered packets. Each mobile station may

control its duty cycle relative to its current needs. The authors in [9] assume that a sleeping

station can be remotely activated by a wake-up signal using aremote activated switch(RAS)

receiver. With the aid of RAS, stations can select different sleep patterns to enter various

sleep states depending on their battery status and quality of service. The authors in [67, 68]
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Table 5.1: Comparison of power management protocols for ad hoc networks.

timing special hardware beacon
protocol synchronization support transmission

IEEE 802.11 [48] yes no not scalable

Birthday [57] yes no scalable

DPSM [43] yes no not scalable

PSPA [64] no base station not handled

Chiasseriniet al. [9] no remote activated switch not handled

STEM [67, 68] no dual transceivers not handled

Tsenget al. [78] no no not scalable

Ours no no scalable

presented the STEM protocol that trades power savings for path setup latency in wireless

sensor networks, in which all stations are equipped withdual transceivers. Unfortunately,

these asynchronous protocols [9, 64, 67, 68] require special hardware support. In addition,

they did not take neighbor maintenance into consideration.

5.1.3 Our Contributions

Currently, IEEE 802.11 compliant interface cards are greatly popular. However, three above-

mentioned challenges pose a strong demand of redesigning IEEE 802.11 power saving mech-

anism for asynchronous MANETs, in which the clock difference between any pair of stations

ranges from zero to any large bounded number. Accordingly, we will make minor modifi-

cations to IEEE 802.11 so that our new protocols have the following characteristics. (i) The

delivery of a beacon frame is relatively reliable and insensitive to the nodal density, thus

alleviating the beacon contention problem substantially. (ii) Our protocols achieve energy

conservation and flexible neighbor maintenance in an integrated manner. Precisely, given

a predefined number0 ≤ ε ¿ 1, our solutions carefully arrange the awake/sleep patterns

such that any two PS neighbors, regardless of their clock difference, are able to discover

each other in finite timeT with high probability1 − ε. (iii) The mechanisms for delivering
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data frames to PS stations have no need to rely on clock synchronization or any special hard-

ware support. More specifically, in our protocols, each PS station piggybacks its timestamp

and awake/sleep pattern with the beacon frame. Once station X received a beacon from PS

station Y, X is capable of predicting the timing of the Y’s ATIM windows via their clock

difference and Y’s awake/sleep pattern. By this way, buffered frames destined for PS station

Y will be eventually delivered.

Recently, based on IEEE 802.11, three asynchronous power saving protocols for a multi-

hop MANET have been proposed in [78], whose work is the most relevant to ours. Compared

with their protocols, two major distinctive contributions are described as follows. (i) While

the beacon contention problem is completely ignored in [78]; in this chapter, we borrow the

idea from the design of HYPERLAN [2] to propose a new backoff mechanism such that the

probability of successfulbroadcastof a beacon frame is drastically boosted. While some

modified backoff algorithms have been designed for achieving maximum throughput [7]

or real-time transmissions [22]; our backoff scheme is specifically geared towards scalable

beacon broadcast. While some proposed MAC-level broadcast protocols are based on black

burst signals [2] or handshaking [18], which are not regular schemes defined in IEEE 802.11;

our scalable beacon broadcast protocol is completely compatible with IEEE 802.11. (ii)

In this chapter, we design three randomized asynchronous power management protocols,

called randomized coterie-based, naive cyclic finite projective plane-based(CFPP-based)

andinterleaving CFPP-basedprotocols. In contrast with deterministic approaches [78], our

randomized schemes achieve additional energy saving gains in neighbor maintenance by

also exploiting theaccuracydimension. Namely, our protocols may fail to discover a link

which joins two PS stations; however, such a neighbor discovery loss can be bounded to any

predefined small numberε. Intuitively, the higher the neighbor discovery probability, the

more battery power the protocol may consume. In a nutshell, our protocols can offer the

network designers full flexibility in trading energy, latency, and accuracy versus each other

by appropriately settingε andT . Especially, the CFPP-based protocol always guarantees a

100% neighbor discovery probability even though it is a randomized algorithm. Above all,

we obtain a nearly75% reduction inradio active ratio(which will be defined in Section 5.3)

for the CFPP-based protocol as compared with the most energy conserving protocol in [78].

The remainder of this chapter is organized as follows. In Section 2, the new backoff
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mechanism for scalable beacon transmission is proposed and analyzed. In Section 3, we

present and analyze three randomized asynchronous power management protocols, in which

flexible neighbor maintenance is also realized. The directed frame transfer procedure based

on our power saving mechanisms is presented in Section 4. In Section 5, simulation experi-

ments are conducted to evaluate the proposed protocols. Section 5 demonstrates simulation

results and Section 6 concludes this chapter.

5.2 Scalable Beacon Transmission

5.2.1 General Structure of the Beacon Interval

In mobile ad hoc networks, the beacon frame plays an important role in neighbor mainte-

nance. Periodically, a station should advertise its presence to its neighbors by broadcasting

a beacon frame. On the other hand, a station should maintain its up-to-date neighbor table

according to its newly received beacons. In IEEE 802.11, every station prepares to transmit

a beacon frame at each TBTT. To avoid collisions among beacons, each station calculates

a random delay uniformly distributed in the range between 0 andCW (contention window)

before sending out its beacon. If a beacon arrives before the random delay timer has expired,

the pending beacon transmission should be cancelled [48]. Because of the cancellation of the

beacon transmission, the chance for the PS station to announce its existence is significantly

reduced. Hence the authors in [78] modified the IEEE 802.11 so each station shall persist

in explicitly sending its beacon during the ATIM window even others’ beacons have been

heard. Following this principle, we design and show the new general structure of a beacon

interval in Figure 5.3. As the Figure 5.3(a) indicates, time is divided into fixed-sized beacon

intervals. Each beacon interval includes four windows, namedbeacon window, ATIM win-

dow,data window, andactive window. During the beacon window, multiple beacon frames

are allowed and every station should broadcast its beacon via our proposed beacon transfer

procedure. During the active window, a PS station should turn its radio on and take proper

actions as usual. The ATIM window is responsible for ATIM related traffic and the data

window is responsible for data traffic. Excluding these windows, a PS station that does not

have any traffic to send or receive may enter the doze state.
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Figure 5.3: (a) The general structure of the beacon interval. (b) Beacon transfer procedure.

(c) An example of beacon transmission and the stretching event.

5.2.2 Beacon Transfer Procedure

In IEEE 802.11 [48], after each TBTT, all stations contending for the beacon transmission

immediatelydive into the random backoff stage when the medium becomes idle. However,

in our implementations, as shown in Figure 5.3(b), every station should first wait for the du-

ration ofTIFS = PIFS (Priority InterFrame Space) before performing the backoff procedure.

The design considerations for settingTIFS are described as follows. (i) ClaimTIFS < DIFS.

Varying interframe spaces including SIFS (Short InterFrame Space), PIFS, and DIFS (Dis-

tributed InterFrame Space) are defined in IEEE 802.11 to provide different priority levels

for different types of frames. Besides, SIFS< PIFS < DIFS. We argue that the beacon

management frame should take priority over the data frame. (ii) ClaimTIFS > SIFS. Due to

a busy medium, the strict start of the beacon window may begin later than the nominal start
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of the beacon window. Such a phenomenon is calledstretchingand we show the stretching

event in Figure 5.3(c). After TBTT, if a PS station unaware of the NAV (network allocation

vector) set during the previous beacon interval selects the zero backoff time and transmits a

beacon frame immediately after the medium becomes idle, then that beacon frame may de-

stroy an on-going stretching directed data frame transmission, which includes the associated

ACK and the interveningSIFS. Therefore, we setTIFS = PIFS to avoid such an undesired

event.

After the PIFS medium idle time, the station shall then generate a random backoff period

SlotTime× B, 0 ≤ B ≤ CW , for an additional deferral time before transmitting a beacon.

Definitely, the station choosing the smallest backoff time among the competitors will seize

the medium. If conforming to the IEEE 802.11 conventional approach,B will be a random

variable withdiscrete uniformdistribution over the set{0, 1, 2, . . . , CW}, and we have

Pr[B = b] =
1

CW + 1
0 ≤ b ≤ CW . (5.1)

However, in our proposed scheme,B is areverse truncated geometricrandom variable with

parameterq, 0 < q < 1. And we assign

Pr[B = b] =





qCW if b = 0,

(1− q)qCW−b if 1 ≤ b ≤ CW .
(5.2)

5.2.3 Analysis of Beacon Contention

We follow the analytic model proposed in [2, 38] to compare our beacon transfer procedure

with the IEEE 802.11 approach on the success probability of a beacon transmission. This

metric is our chief concern since there is no MAC-level recovery on beacon frames [48]. For

tractability and ease of analysis, we only consider the IBSS configuration withm stations.

Moreover, we assume that the channel introduces no errors, so frame collisions are the only

source of errors. A beacon transmission is considered successful if it encounters no collision.

After TBTT and an elapsed PIFS, each stationi, 1 ≤ i ≤ m, independently generates a

random backoff timerBi for beacon transmission, whereBi follows the reverse truncated ge-

ometric distribution. LetPG[m] be the probability that at least one of them stations succeeds

in beacon transmission by using the scalable beacon transfer procedure. Letm ≥ 2, then
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the event that there is a successful beacon transmission in the contention window[0, CW ] if

and only if (i) exactlyonestation transmits in slotj, for some0 ≤ j ≤ CW − 1, and (ii) all

other stations are scheduled to transmitafter slot j. Thus, we have

PG[m] =
CW−1∑
j=0

(
m

1

)
Pr[B = j]

(
Pr[B > j]

)m−1

=

(
m

1

)
×

{
Pr[B = 0]

(
Pr[B > 0]

)m−1

+
CW−1∑
j=1

(1− q)qCW−j(1− qCW−j)
m−1

}

=

(
m

1

)
×

{
qCW (1− qCW )m−1 +

CW−1∑
j=1

(1− q)qj(1− qj)
m−1

}
. (5.3)

To compare with the IEEE 802.11 approach, let us consider the case that the backoff

timer of each stationBi is independently sampled from a discrete uniform distribution over

the set{0, 1, . . . , CW}. Under the circumstances, let andPU [m] denote the probability that

one of them stations succeeds in beacon transmission. By the similar way, we have

PU [m] =
CW−1∑
j=0

(
m

1

)
Pr[B = j]

(
Pr[B > j]

)m−1

=
m

CW + 1

CW−1∑
j=0

(
CW − j

CW + 1

)m−1

. (5.4)

For the standard value ofCW = 31, the functionsPG[m] andPU [m] are plotted in Figure

5.4 for various values ofm. The data points on the curves are generated by simulations. We

can see that, whenq = 0.8, PG[m] is very close to 0.9 and decreases very slowly with an

increasing number of contending stations. On the contrary,PU [m] drops sharply and rapidly

as the number of competing stations increases. The results do confirm that, in contrast with

IEEE 802.11, our scheme delivers a more scalable and reliable performance, thus relieving

the beacon contention problem remarkably.

5.3 Neighbor Maintenance in PS Mode

In this section, we present three randomized power management protocols, which allow sta-

tions operating in a PS mode to save a great deal of energy by periodically entering the doze

state, while also allowing PS stations a high probability of discovering their neighbors in an
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Figure 5.4: Success probability of a beacon transmission versus number of contending sta-

tions.

asynchronous MANET. Each of these protocols has a different awake/sleep pattern for PS

stations. In other words, the structure of a beacon interval may vary for different protocols.

Note that all stations are assumed to have the same clock rate. Besides, in all our settings, the

lengths of the beacon window and ATIM window remain constant in every beacon interval.

The notations used to facilitate the forthcoming presentation are listed below.

• BI: the length of a beacon interval

• BW : the length of a beacon window

• AW : the length of an ATIM window

• DW : the length of a data window

• actW : the length of an active window

5.3.1 Randomized Coterie-Based Protocol

We design two types of beacon intervals for this protocol; one is thefully-awakebeacon

interval, and the other is thefully-sleepbeacon interval. The structures of these beacon

intervals are defined as follow.
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• Each fully-awake beacon interval starts with a beacon window followed by a data

window such thatBW + DW = actW = BI. During the fully-awake interval, a PS

station always stays awake. The purposes of the fully-awake beacon interval are (i)

for a PS station to discover all its neighbors by extending its listening duration to the

maximum, and (ii) for a PS station to announce its presence by trying to send out its

beacon during the beacon window. In IEEE 802.11, the purpose of the ATIM window

is for a PS station to receive the notification that it should remain active after the end of

the ATIM window because there is pending data. Since a PS station always keeps its

transceiver on during the whole fully-awake beacon interval, the ATIM window thus

can be removed.

• Each fully-sleep beacon interval starts with an ATIM window. After the ATIM window

concludes, a PS station may enter the doze state. That is, we setAW = actW .

The purpose of the fully-sleep beacon interval is for a PS station to reduce its energy

consumption by condensing its listening activity to the minimum.

Take Figure 5.5 for example, for PS station X, 0th, 1st, 2nd, and 9th beacon intervals are

fully-awake while the remaining beacon intervals are fully-sleep. We can find that, for a

PS station, the fully-awake beacon intervals take on the burden of announcing its presence

and detecting the existence of neighbors. As a result, the chance for two PS neighbors to

discover each other relies on the overlaps of their fully-awake beacon intervals. With the

intersection property, acoteriesystem [34] is expected to be a powerful tool in developing

power management protocols. The definition of a coterie [34] is formally given below.

Definition 5.3.1. Let U be the universe set of finite objects. A collection of subsets (quo-

rums) L = {L1, . . . , Lm}, whereLi ⊆ U , is called acoterie if and only if (i) For any two

quorumsLi andLj in L, Li ∩ Lj 6= ∅. (ii) There are no two quorumsLi andLj in L such

thatLi ⊆ Lj.

Example 5.3.1.A special kind of coteries, called thefinite projective plane(FPP, for short),

can be obtained by lettingU = {0, 1, · · · , 12} andL = {L0 ={0, 1, 2, 9}, L1 ={0, 3, 6, 10},
L2 ={0, 4, 8, 11}, L3 ={0, 5, 7, 12}, L4 ={3, 4, 5, 9}, L5 ={1, 4, 7, 10}, L6 ={1, 5, 6, 11}, L7

={1, 3, 8, 12}, L8 ={6, 7, 8, 9}, L9 ={2, 5, 8, 10}, L10 ={2, 3, 7, 11}, L11 ={2, 4, 6, 12}, L12
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Figure 5.5: A snapshot of the worst case scenario for FPP-based protocol.

= {9, 10, 11, 12}}. It is easy to verify thatLi ∩ Lj 6= ∅ andLi * Lj for all i 6= j and

0 ≤ i, j ≤ 12. Although the coterie techniques have been widely used in distributed sys-

tems [34, 53], such as mutual exclusion and data replication, a coterie without any proper

modifications may not be directly applicable to the power management protocols especially

in asynchronous environments. For instance, let us consider an FPP-based power manage-

ment protocol which formally works as follows. When a station decides to switch to the PS

mode, it randomly selects a quorumLi from L as the set of fully-awake beacon intervals

within a pattern repetition intervalR, whereR is a global parameter. The remaining beacon

intervals are all fully-sleep beacon intervals. Thepattern repetition intervalis defined as the

consecutiveR beacon intervals that comprise some different awake/sleep patterns repeat at

regular intervals. Figure 5.5 shows an example of the FPP-based protocol, in which station

X choosesjth beacon intervals, for allj ∈ L0 ={0, 1, 2, 9}, as its fully-awake beacon inter-

vals from a pattern repetition intervalR (13 consecutive beacon intervals); while station Y

selects beacon intervals inL4 = {3, 4, 5, 9} as its fully-awake beacon intervals. Obviously,

when two PS neighbors, X and Y, are perfectly synchronized, i.e., their clock difference

∆T = 0, they may discover each other in the 9th beacon interval sinceL0 ∩ L4 = {9}.
However, as shown in Figure 5.5, if X’s clock is ahead of Y’s clock byBI + ∆t, where

max{BW,AW} < ∆t < BI−max{BW,AW}, then they forever lose each other’s beacon

frames.

To mitigate the asynchronism problem, we relax the nonempty intersection property and

introduce a randomized coterie, in which every two distinct quorums intersect with high

probability. The randomized coterie is in essence a special case of the probabilistic quorum

systems [53]. The randomized coterie-based power management protocol operates formally
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as follows. When a station switches to the PS mode, it selectsk beacon intervals randomly

and uniformly from a pattern repetition intervalR as the set of fully-awake beacon intervals,

while the remaining beacon intervals are all fully-sleep beacon intervals. With appropriately

setting parametersR andk, this simple yet novel approach guarantees that, even in an asyn-

chronous environment, the fully-awake beacon intervals of two PS neighbors overlap with

high probability. The more precise result is given in the following theorem. Moreover, via

Corollary 5.3.1, we demonstrate the power of the randomized coterie-based protocol.

Theorem 5.3.1. In the randomized coterie-based protocol, if no collisions in beacon re-

ception, then the probabilityP [R, k] that any two PS neighbors, regardless of their clock

difference, are able to discover each other within a pattern repetition interval is given below.





P [R, k] = 1 if bR
2
c+ 1 ≤ k ≤ R,

P [R, k] ≥ 1− (Rk)(
R−k

k )+(R1)(
R−2
k−1)(

R−k−1
k−1 )

(Rk)(
R
k)

if 1 ≤ k ≤ bR
2
c. (5.5)

Proof. In the randomized coterie-based protocol, the chance for two PS neighbors, X and Y,

to discover each other relies on the overlaps of their fully-awake beacon intervals. By using

the well-known pigeonhole principle, it is easy to verify thatP [R, k] = 1 whenk ≥ bR
2
c+1.

Now, let us consider the case thatk ≤ bR
2
c. Without loss of generality, we can assume

that the worst case scenario (refer to Figure 5.5) occurs when X’s clock is faster than Y’s

clock by ∆T = h × BI + ∆t, wheremax{BW,AW} < ∆t < BI − max{BW,AW}
andh ≥ 0 is an integer. In the following derivation, we use X’s clock as a reference clock

to derive Y’s clock. Note that other cases can be derived via the similar way. We define

iªh ≡ i−h mod R. Thus X can receive Y’s beacons within a pattern repetition interval if

and only if both〈i〉X and〈iª h〉Y are fully-awake beacon intervals, for some0 ≤ i ≤ R−1,

where〈i〉X denotes theith beacon interval in X’s pattern repetition interval. Let us denote by

X ← Y the event that X hears the beacons issued from Y within a pattern repetition interval.

And we have

Pr[X ← Y] = 1−
(R

k

)(R−k
k

)
(R

k

)(R
k

) . (5.6)

On the other hand, X’s beacons can be received by station Y during a pattern repetition

interval if and only if both〈j〉X and〈j ª (h + 1)〉Y are fully-awake beacon intervals for some

0 ≤ j ≤ R− 1. Let us denote byX → Y (X 6→Y) the event that Y can (cannot) receive X’s
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Figure 5.6: The event that, during a pattern repetition interval, X can receive Y’s beacons,

while Y cannot receive X’s beacons.

beacons during a pattern repetition interval. By exploiting conditional probabilities,P [R, k]

can be expressed as

P [R, k] = Pr[(X → Y) ∩ (X ← Y)] = Pr[X → Y|X ← Y]× Pr[X ← Y]

=
(
1− Pr[X 6→Y|X ← Y]

)
× Pr[X ← Y]. (5.7)

In what follows, we derive the probabilityPr[X 6→Y|X ← Y]. The eventX ← Y can oc-

cur in any of
(R

k

)(R
k

)− (R
k

)(R−k
k

)
possible ways. Given that the eventX ← Y has occurred,

we want to determine the number of possible outcomes in which the eventX 6→Y also hap-

pens. First, there are
(R

1

)
ways for station X to arbitrarily select a fully-awake beacon inter-

val, say〈i〉X. In order to guarantee that X can hear Y’s beacons, Y must choose〈iª h〉Y as

its fully-awake beacon interval. At this moment, X cannot select〈i + 1〉X as the fully-awake

beacon interval, otherwise the eventX → Y will take place. Then station X has
(R−2

k−1

)
ways

to choose its remainingk− 1 fully-awake beacon intervals from a pattern repetition interval,

excluding〈i〉X and〈i + 1〉X. We label thesek−1 beacon intervals〈`1〉X, 〈`2〉X, . . . , 〈`k−1〉X
respectively, as illustrated in Figure 5.6. To avoid the eventX → Y, station Y is forbidden

to choose〈`1 ª (h + 1)〉Y, 〈`2 ª (h + 1)〉Y, . . . , 〈`k−1 ª (h + 1)〉Y. As a result, Y has only
(R−k−1

k−1

)
ways to select its remainingk − 1 fully-awake beacon intervals. However, we may

not obviate the possibility of counting the redundant outcomes. Thus, we have

Pr[X 6→Y|X ← Y] ≤
(R

1

)(R−2
k−1

)(R−k−1
k−1

)
(R

k

)(R
k

)− (R
k

)(R−k
k

) . (5.8)

By substituting (5.6) and (5.8) in (5.7), we can derive the inequality (5.5).

Corollary 5.3.1. In the randomized coterie-based protocol, if every PS station randomly

selectsβ
√R fully-awake beacon intervals from a pattern repetition intervalR, where1 ≤
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β ≤
√R
2

, then we have

P [R, β
√
R] ≥ 1− (1 + β2)e−β2

. (5.9)

For example,P [R,
√

3R] ≥ 0.801, P [R, 2
√R] ≥ 0.908, andP [R, 3

√R] ≥ 0.999.

Proof. See Appendix A.

Remark 5.3.1. The choice ofR andk demands the tradeoff among power consumption,

neighbor discovery probability, and neighbor discovery time. For instance, by Corollary

5.3.1, we can obtainP [10000, 300] ≥ 0.999. This means that each PS station can be awake

only about3% of the time, yet it can discover neighbors with probability at least99.9%.

However, if we require that neighbor discovery probability must be100%, then, by Theorem

5.3.1, each PS station should stay awake at least50% of the time. This implies that, in the

randomized coterie-based protocol, if we can tolerate a little more neighbor discovery loss,

then we can earn a significant energy saving. We defer the power consumption analysis

until subsection 5.3.3. If the designer demands the probability that a PS neighbor can be

discovered within the durationT ≥ R shall be at least1− ε, then the value ofP [R, k] must

satisfy the following inequality.

1−
(
1− P [R, k]

)b TR c ≥ 1− ε.

Remark 5.3.2. To simplify our theoretical analysis and presentation, the assumption of

collision-free beacon reception is made only in this section. Obviously, collision is in-

evitable in any random-access networks. However, when0 ≤ ∆t ≤ BW , a high success

probability of a beacon delivery is guaranteed via scalable beacon transfer procedure; when

BW < ∆t < BI−BW , the asynchronism is also of help in relieving the beacon contention.

In our simulations, we will remove this assumption.

5.3.2 Cyclic Finite Projective Plane-Based Protocols

Though the randomized coterie-based protocol is simple, flexible, and easy implementable,

it does not always guarantee a100% neighbor discovery probability (especially whenk ≈√R). In this subsection, on the basis of thecyclic finite projective plane, we propose new

randomized power saving protocols, in which a PS station is able to discover its neighbors
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with probability 1, while it sends beacon frames onlyd√Re times a pattern repetition interval

R. The finite projective plane (FPP, for short) [56] is formally defined as follows.

Definition 5.3.2. Let U be a finite set, and letL be a system of subsets ofU . The pair(U,L)

is called afinite projective planeif it satisfies the following properties. (i) There exists a

4-element setF ⊆ U such that|Li ∩ F | ≤ 2 holds for each setLi ∈ L. (ii) Any two distinct

setsLi, Lj ∈ L intersect in exactly one element; i.e.,|Li ∩Lj| = 1. (iii) For any two distinct

elementsui, uj ∈ U , there exists exactly one setLk ∈ L such thatui ∈ Lk anduj ∈ Lk.

An example of an FPP can be found in Example 5.3.1. The FPP is a finite analogy of

the so-called real projective plane (an extension of Euclidean plane and all elements are real

numbers) studied in geometry. Therefore, if(U,L) is an FPP, we call the elements ofU

pointsand the sets ofL lines. The following two theorems [56] are useful in the presentation

of our algorithms.

Theorem 5.3.2.Let (U,L) be an FPP. Then all its lines have the same number of points; i.e.,

|Li| = |Lj| for any two linesLi, Lj ∈ L.

Accordingly, we can define theorder of the FPP as the numberone lessthan the number

of points on each line; i.e.,|Li| − 1, whereLi ∈ L.

Theorem 5.3.3.Let (U,L) be an FPP of ordern ≥ 2. Then the following statements are

equivalent. (i) Every line containsn + 1 points. (ii) Every point is on exactlyn + 1 lines.

(iii) There are exactlyn2 + n + 1 points inU . (iv) There are exactlyn2 + n + 1 lines inL.

However, as illustrated in Example 5.3.1, the FPP-based power management protocol

may fail when operating over asynchronous environments. Thus we call for the cyclic FPP

(CFPP for short).

Definition 5.3.3. LetR = n2 + n + 1 andU = {0, 1, . . . ,R− 1}. An FPP(U,L) of order

n is called acyclic FPPof ordern if and only if, for any lineLi = {`0, `1, . . . , `n} ∈ L and

an integerh, the coseth⊕ Li = {h + `j mod R| for all `j ∈ Li} is also a line inL.

An example of the CFPP of order 2 can be obtained by lettingU = {0, 1, . . . , 6} and

L = {L0 = {0, 1, 3}, L1 = {1, 2, 4}, L2 = {2, 3, 5}, L3 = {3, 4, 6}, L4 = {4, 5, 0}, L5 =
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{5, 6, 1}, L6 ={6, 0, 2}}. 3 ⊕ L0 ={3, 4, 6} = L3 ∈ L and−3 ⊕ L0 ={4, 5, 0} = L4 ∈ L.

The CFPP is in essence a special case of Abelian difference sets [55]. By Singer’s theorem

[55], we can conclude that ifn ≥ 2 is a power of a prime, then there exists a CFPP of order

n. By Theorem 5.3.3 and Definition 5.3.3, we can obtain the following important corollary.

Corollary 5.3.2. Let (U,L) be a CFPP of ordern andR = n2 + n + 1. Then for any two

linesLi, Lj ∈ L, (i) |Li| ≤ d√Re and (ii) (h1 ⊕ Li) ∩ (h2 ⊕ Lj) 6= ∅, for any two integers

h1 andh2.

The naive CFPP-based randomized power management protocol operates formally as

follows. When a station switches to the PS mode, it selects a lineLi randomly fromL
as the set of fully-awake beacon intervals within a pattern repetition intervalR, where the

parameter(U,L) is globally maintained. The remaining beacon intervals are all fully-sleep

beacon intervals. By enforcingAW ≥ BW , we have the following theorem.

Theorem 5.3.4.The naive CFPP-based protocol guarantees that, givenAW ≥ BW and no

collisions in beacon reception, any two PS neighbors, regardless of their clock difference,

are able to discover each other in every pattern repetition interval.

Proof. We prove this theorem by showing that, given any two PS neighbors X and Y, at

least one X’s entire beacon window is fully covered by Y’s active windows during a pattern

repetition interval, and vice versa. We assume that X and Y randomly select the linesLx and

Ly respectively from the same CFPP(U,L) as the set of their fully-awake beacon intervals

within a pattern repetition interval, andR = n2 + n + 1. Without loss of generality, we can

assume that X’s clock is faster than Y’s clock by∆T = h×BI + ∆t, where0 ≤ ∆t < BI

andh ≥ 0 is an integer. In the following derivation, we use X’s clock as a reference clock to

derive Y’s clock. Note that other cases can be derived by the similar way.

As illustrated in Figure 5.7, X can receive Y’s beacons within a pattern repetition interval

if and only if both〈i〉X and〈iª h〉Y are fully-awake beacon intervals, for some0 ≤ i ≤
R− 1. SinceLx ∩ {−h⊕ Ly} 6= ∅ (by Corollary 5.3.2), there must exist an elementi such

that i ∈ Lx andi ∈ {−h ⊕ Ly}. This implies that both〈i〉X and〈iª h〉Y are fully-awake

beacon intervals. On the other hand, X’s beacons can be received by Y if and only if both

〈j〉X and〈j ª (h + 1)〉Y are fully-awake beacon intervals, for some0 ≤ j ≤ R − 1. Since
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Figure 5.7: The event that stations X and Y are able to discover each other within a pattern

repetition interval.

Lx ∩ {−(h + 1) ⊕ Ly} 6= ∅ (by Corollary 5.3.2), there must exist an elementj such that

j ∈ Lx and j ∈ {−(h + 1) ⊕ Ly}. This implies that both〈j〉X and 〈j ª (h + 1)〉Y are

fully-awake beacon intervals.

In what follows, we employ theinterleavingtechnique such that the power consumption

of the CFPP-based protocol can be further reduced. We design three types of beacon inter-

vals: theforward half-awakebeacon interval, thebackward half-awakebeacon interval, and

the fully-sleep beacon interval. The structures of the half-awake beacon intervals are defined

as follow.

• Each forward half-awake beacon interval starts with a beacon window followed by an

ATIM window. After the ATIM window finishes, a PS station may enter the doze state.

Importantly, we setactW = BW + AW + DW ≥ BW + BI/2.

• Each backward half-awake beacon interval starts with an ATIM window, but the active

window is terminated by a beacon window. After the active window ends, a PS station

may enter the doze state. Importantly, we setactW = AW + DW + BW ≥ BW +

BI/2.

Note that we do not necessitate the assumptionAW ≥ BW here any longer. The inter-

leaving CFPP-based randomized power management protocol operates formally as follows.

When a station switches to the PS mode, it selects a lineLi randomly fromL as the set of

half-awake beacon intervals within a pattern repetition intervalR, where the CFPP(U,L) is

a global parameter. The remaining beacon intervals are all fully-sleep beacon intervals. It

is worth noticing that the sequences of pattern repetition intervals are alternatively labelled
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Figure 5.8: With the PS mode enabled, station X chooses the lineL0 = {0, 1, 3} from the

CFPP of order 2 as the set of its half-awake beacon intervals. (a) The awake/sleep pattern

in a forward pattern repetition interval. (b) The awake/sleep pattern in a backward pattern

repetition interval. (c) The sequence of pattern repetition intervals.

asforward andbackwardpattern repetition intervals, as illustrated in Figure 5.8(c). During

the forward (backward) pattern repetition interval, all half-awake beacon intervals should be

forward (backward) half-awake beacon intervals. Figure 5.8(a) and (b) depict an example

where PS station X schedules its awake/sleep patterns according to the interleaving CFPP-

based protocol. Via the interleaving approach, we obtain a nearly50% reduction in the radio

active ratio (which will be defined in the next subsection) as compared with the naive CFPP-

based protocol. The correctness of the interleaving CFPP-based protocol is given below.

Theorem 5.3.5.The interleaving CFPP-based protocol guarantees that, if no collisions occur

when receiving beacons, then any two PS neighbors, regardless of their clock difference, are

able to discover each other in every other pattern repetition interval.

Proof. See Appendix B.

5.3.3 Power Consumption Analysis

Three yardsticks (beacon transmission ratio, radio active ratio, and neighbor discovery time)

have been proposed in [78] to judge the goodness of the power management protocols for
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Table 5.2: Comparison of power management protocols for an asynchronous MANET.

Beacon Radio active Neighbor
Protocol trans. ratio ratio discovery time

IEEE 802.11 [48] p(m) AW
BI

∞
Grid quorum [78] 2

√R−1
R

2
√R−1
R +

(
1− 1

R
)2(AW

BI

) R×BI
4

Randomized coterie k
R

k
R + R−k

R
(

AW
BI

) R×BI
2×P [R,k]

Naive CFPP 1√R
1√R + R−√R

R
(

AW
BI

) R×BI
2

Interleaving CFPP 1√R
1

2
√R + 1√R

(
BW
BI

)
+ R−√R

R
(

AW
BI

) R×BI

ad hoc networks.Beacon transmission ratioindicates the average number of beacons that

a station needs to transmit in a beacon interval.Radio active ratiois defined as the ratio

of the total time that a PS station turns its radio on in a pattern repetition interval to the

length of the pattern repetition interval. Namely, radio active ratio denotes the proportion of

time in a beacon interval that a station needs to stay awake when operating in the PS mode.

Neighbor discovery timesignifies the average time duration that a PS station takes to detect

a neighboring station. Table 5.2 summarizes the characteristics of our proposed power man-

agement protocols and compares them to IEEE 802.11 and the most power conserving pro-

tocol (grid quorum-based protocol) in [78]. The beacon transmission ratio of IEEE 802.11,

p(m), is equal to the probability that a station sends out its beacon frame in a beacon inter-

val, wherem is the number of contending stations in a single-hop cluster. The approximate

value ofp(m) can be calculated as follows.p(m) =
∑

CW−1

j=0 Pr[B = j]
(
Pr[B ≥ j]

)m−1
=

∑
CW−1

j=0

(
1

CW+1

) (
CW−j+1
CW+1

)m−1
. The neighbor sensitivity of IEEE 802.11 is infinitely large

since any two PS neighbors never discover each other when their clock difference∆T satis-

fies the inequality thath × BI + AW < ∆T < (h + 1) × BI − AW , whereh ≥ 0 is an

integer.

Through the formulas we derived in Table 5.2, the settings (R, k) of our protocols can

be flexibly tuned at design time, positioning the network at the predictably desired oper-

ating point in the energy-delay-accuracy design space. Moreover, Table 5.2 reveals that

decreased radio active ratio generally comes with a penalty of increased neighbor sensitiv-
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ity. The authors in [52] argue that a good power management protocol ought to minimize

energy×delaymetric. We further argue that, under about the same bounded energy-delay

product, a power management protocol with a smaller ratio active ratio is more suitable for

energy-limited applications, in which the stations are subject to hard constraints on available

battery energy. Clearly, IEEE 802.11 performs poorly in an asynchronous MANET because

of its intolerably large neighbor sensitivity. Compared with the most energy-conserving pro-

tocol (grid quorum-based protocol) in [78], the interleaving CFPP-based protocol achieves

a nearly75% reduction in radio active ratio while keeping about the sameradio active ra-

tio× neighbor discovery time.

5.4 Data Frame Transfer Procedure

This section presents how a station sends a directed data frame to a PS neighbor. Since the

PS station is not always active, the sending station has to predict when the PS destination

will wake up; i.e., the timings of the receiver’s data windows or ATIM windows. To attain

this goal, each beacon frame should contain a MAC address, atimestamp, awake/sleep pat-

tern bits, and other management parameters. The timestamp records the current time of the

sending station and is used by a neighboring station to calculate their clock difference. At

mostR + 1 bits are sufficient for the PS station to convey its awake/sleep pattern. Take the

interleaving CFPP-based protocol for example, the first awake/sleep pattern bit can be used

for judging whether the current pattern repetition interval is forward or backward, and the

(j +1)th awake/sleep pattern bit can be used for telling whether the(j−1)th beacon interval

is half-awake or fully-sleep, where1 ≤ j ≤ R. Table 5.3 summarizes the timings of data

windows and ATIM windows in the proposed power management protocols, wherea, b are

integers anda ≥ 0, 1 ≤ b ≤ R−1. We assume that the PS station selects the set{`1, . . . , `k}
({`1, . . . , `R−k}) as its awake (sleep) beacon intervals in a pattern repetition interval.

Our directed data frame transfer procedure is similar to [48, 78] and operates as follows.

Assume that station X is intending to send a data frame to the PS neighbor Y. Once X has

already received a beacon from Y, X can correctly predict Y’s awake/sleep pattern according

to Y’s awake/sleep pattern bits and their clock difference. If Y’s current data window does

not expire, X can directly transmit a data frame to Y since Y is known to be active. Otherwise,
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Table 5.3: Timing of data/ATIM windows of the proposed power management protocols.

Protocol Data windows’s timing

Probability coterie-based [(aR+ `i)BI + BW, (aR+ `i + 1)BI]

Naive CFPP-based [(aR+ `i)BI + BW, (aR+ `i + 1)BI]

Interleaving CFPP-based

Forward awake interval [(aR+ `i)BI + BW + AW, (aR+ `i)BI + actW ]

Backward awake interval [(aR+ `i)BI + AW, (aR+ `i)BI + AW + DW ]

Protocol ATIM windows’s timing

Randomized coterie-based [(aR+ `i)BI, (aR+ `i)BI + AW ]

Naive CFPP-based [(aR+ `i)BI, (aR+ `i)BI + AW ]

Interleaving CFPP-based

Forward awake interval [(aR+ `i)BI + BW, (aR+ `i)BI + BW + AW ]

Backward awake interval [(aR+ `i)BI, (aR+ `i)BI + AW ]

Fully-sleep interval [(aR+ `i)BI, (aR+ `i)BI + AW ]

X should buffer the data frame and wait for the coming of Y’s ATIM or data windows.

During Y’s ATIM window, X sends a unicast ATIM frame to Y. Upon reception of X’s

ATIM frame, Y shall reply an ATIM-ACK and remain active for the entire beacon interval.

After Y’s ATIM window concludes, X begins to transmit the buffered data frame and Y has

to acknowledge its receipt. Note that transmission of these frames except beacons shall be

done using the normal DCF access procedure. Recall that beacon frames are delivered by

our scalable beacon transfer procedure. A PS station that neither transmits nor receives an

ATIM frame during the ATIM window may enter the doze state after the end of the active

window.
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Table 5.4: Energy consumption parameters used in the simulations.

Parameter Value

Unicast send 420 + 1.9× frame size (µJ)

Unicast receive 330 + 0.42× frame size (µJ)

Broadcast send 250 + 1.9× frame size (µJ)

Broadcast receive 56 + 0.5× frame size (µJ)

Idle 808 mW

Doze 27 mW

5.5 Performance Evaluation

5.5.1 Simulation Setup

We have developed event-driven simulators to evaluate the performance of the proposed

power management protocols and compare our results to the grid quorum-based protocol.

For the grid quorum-based and randomized coterie-based protocols, we set(R, k) = (16, 7);

for the CFPP-based protocols, we set(R, k) = (13, 4). Each simulation run was executed

for a duration of3 × 107 µs in a single-hop ad hoc network with 30 mobile stations. Note

that, in such a dense network, the out of synchronization phenomenon easily arises [38].

Hence we assume that the clock difference between any two stations ranges from 0µs to

1000µs. Initially, all stations are in the PS mode. However, once a PS station has data to

transmit, that station will switch to the active mode and remains awake until it successfully

sends out the pending frame or until it drops that frame when the DCF retry limit is reached.

We assume that the arrival of data frames from higher-layer to MAC sublayer at each PS

station follows the Poisson distribution with mean rateλ between0 ∼ 10 frames/sec. The

energy consumption model shown in Table 5.4 adopts the specifications suggested in [26],

which are obtained by real experiments on Lucent WaveLAN IEEE 802.11b cards. Notice

that, when sending a frame of the same size, unicast consumes more energy than broadcast

since it requires extra cost to handle RTS, CTS, and ACK frames. The system parameter
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Table 5.5: System parameters used in the simulation.

Parameter Value

Channel bit rate 2 Mbps

Beacon window 10 ms

ATIM window 20 ms

Data frame size 2048 bytes

Beacon frame size 61 bytes

ATIM frame size 28 bytes

data/ATIM ACK frame size 14 bytes

values are summarized in Table 5.5.

5.5.2 Beacon Energy Consumption

From Table 5.4, we notice that the energy cost of beacon broadcast is relatively expensive

since its fixed cost (send:250. receive:56.) is much greater than the incremental cost of

sending or receiving (send:1.9×61. receive:0.5×61.) In addition, the total cost of receiving

beacon is much greater than the cost of sending beacon since the simulated network is dense.

Hence we first evaluate the total beacon energy consumption during the entire simulation

time when using different power management protocols. We letλ = 0.1. We can see from

Figure 5.9 that the beacon energy consumption decreases as the length of the beacon interval

increases. This is expected since the simulation time is fixed, a longer beacon interval length

means a fewer total number of fully/half-awake beacon intervals. We also observe that both

grid quorum-based (naive CFPP-based) protocol and randomized coterie-based (interleaving

CFPP-based) protocol have about the same beacon energy consumption. This is expected

since they have the same beacon transmission ratio. Figure 5.9 concludes that CFPP-based

protocols have smallest beacon energy consumption, which are subsequently followed by

the randomized coterie-based and grid quorum-based protocols.
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Figure 5.9: Beacon energy consumption versus the length of the beacon interval. (λ = 0.1

frames/sec/station.)

5.5.3 Neighbor Discovery Time

Figure 5.10 reports the neighbor discovery time versus the beacon interval length when data

traffic load is fixed atλ = 0.1. As expected, the neighbor discovery time increases as the

beacon interval enlarges. However, the grid quorum-based and randomized coterie-based

protocols have smoother curves than CFPP-based protocols. Specifically, we find that the

neighbor discovery time of CFPP-based protocols grows suddenly and rapidly when the bea-

con interval changes from300 ms to400 ms. The reasons are as follows. In an asynchronous

MANET, a PS station may not hear neighbors’ beacons because (i) beacon collisions occur,

or (ii) that PS station is sleeping when the beacon frame is broadcasting. Accidentally, when

beacon interval≥ 400 ms, the latter event occurs more frequently in CFPP-based proto-

cols. However, such events occur less frequently in the grid quorum-based and randomized

coterie-based protocols. This may be because they have double radio active ratio and their

fully-awake beacon intervals spread more uniformly in a pattern repetition interval. Accord-

ing to Figures 5.9 and 5.10, we suggest that the beacon interval could be set at around300 ms

since a longer beacon interval will gain a little more energy saving but may cause a marked

increase in neighbor discovery time. Although Figure 5.10 concludes that our protocols are
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Figure 5.10: Neighbor discovery time versus beacon interval. (λ = 0.1 frames/sec/station.)

suitable in a lower mobility environment, the neighbor discovery time difference between

the grid quorum-based and interleaving CFPP-based protocol is only about 0.77 sec (when

beacon interval =300 ms).

5.5.4 Throughput

Since the data frame length is fixed, the throughput could be defined as the average number

of data frames successfully sent by all stations per second. Definitely, a good power man-

agement protocol ought to minimize the power consumption while not remarkably degrading

the throughput. Figure 5.11 compares the throughput performances of different power man-

agement protocols under various data load when beacon interval = 300 ms. We see that,

whenλ ≤ 4, CFPP-based protocols perform better than the randomized coterie-based pro-

tocol since the latter consumes larger overhead in beacon transmissions. However, when

λ > 5, interleaving CFPP-based protocols perform worse than the randomized coterie-based

protocol since the former consumes larger overhead in ATIM/ATIM-ACK transmissions.

We also observe that as the data load increases, the throughput generally increases mono-

tonically and is finally saturated at a certain point. Compared with the grid quorum-based

protocol, which saturates at aboutλ = 4, the naive CFPP-based protocol saturates atλ = 7.
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Figure 5.11: Throughput versus data traffic load. (Beacon interval = 300 ms.)

Also, the naive CFPP-based protocol can deliver a throughput at least 2 times that of the grid

quorum-based protocol when4 ≤ λ ≤ 10. Although the grid quorum-based and randomized

coterie-based protocol have the same beacon transmission ratio and radio active ratio, the

gap between their throughput performances is quite large when3 ≤ λ ≤ 10. This is mainly

because, in the grid quorum-based protocol, transmitting a data frame to a PS station re-

quires a prior ATIM/ATIM-ACK frame exchange; however, in the randomized coterie-based

protocol, if source station perceives that the PS destination is currently in the fully-awake

beacon interval, then it will directly issue the data frame via DCF without first performing an

ATIM/ATIM-ACK frame exchange. By this way, we can reduce a significant control frame

overheads especially when data load is heavy.

5.5.5 Energy-Based Throughput

The energy-based throughput is defined as the amount of successful data delivered per Joule

of energy. It is obtained by dividing the total number of data frames successfully sent by total

energy consumption over all stations during the entire simulation time. Using the energy-

based throughput to judge the goodness of a power management protocol is much fairer than
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Figure 5.12: Energy-based throughput versus data traffic load. (Beacon interval = 300 ms.)

using the total energy consumption since some power management protocols may consume

very little energy, but also achieve very little throughput. Figure 5.12 shows the energy-

based throughput performances of different power management protocols under various data

load when beacon interval = 300 ms. Comparing Figure 5.11 and Figure 5.12, we find an

interesting phenomenon: the (time-based) throughput curves are very similar to the energy-

based throughput curves especially for grid quorum-based, randomized coterie-based, and

naive CFPP-based protocols. In Figure 5.12, we observe a283.87% increase in the peak

performance for naive CFPP-based protocol over the grid quorum-based protocol. This is

because the grid quorum-based protocol consumes a great deal of energy in beacons and

ATIM/ATIM-ACK traffic. We also notice that, whenλ ≤ 4, the interleaving CFPP-based

protocol outperforms the naive CFPP-based protocol. This is because when data load is

slight, almost all generated data frames can be successfully delivered both in naive and inter-

leaving CFPP-based protocols. However, in this case, the radio active ratio of the interleaving

CFPP-based protocol is only about half that of the naive CFPP-based protocol. Overall, the

proposed power management protocols are superior to the grid quorum-based protocol.



§ 5.6 Summary 129

5.6 Summary

Currently, IEEE 802.11 wireless LAN cards are greatly popular on the market. However,

when IEEE 802.11 power management protocol operates in a large-scale ad hoc wireless

network, it will face three severe challenges: beacon contention, clock synchronization, and

reliable neighbor maintenance. To conquer all these challenges, we propose three novel

asynchronous power management protocols, which consist of three key components: the

scalable beacon transfer procedure, the energy-conserving neighbor maintenance procedure,

and the data frame transfer procedure. The scalable beacon transfer procedure offer a high

success probability of a beacon broadcast, regardless of the number of contending stations,

thus alleviating the beacon contention problem significantly. The energy-conserving neigh-

bor maintenance procedure ensures that any two PS neighbors are able to discover each

other (via beacon frames) in finite time with high probability, no matter how much time their

clocks drift away. The data frame transfer procedure specifies how a station send data to its

neighbor operating in PS mode, provided that PS neighbor’s beacon has already received.

Attractively, our power management protocols offer the network designers full flexibility

in trading energy, latency, and accuracy versus each other by appropriately tuning system

parameters. In comparison with the grid quorum-based protocol, our cyclic finite projective

plane-based protocol also guarantees a 100% neighbor discovery probability while achieving

a nearly 75% reduction in radio active ratio under about the same energy-delay product. Ac-

cordingly, the CFPP-based protocol is very suitable for energy-limited applications. Exten-

sive simulation results do confirm that our schemes much outperform the grid quorum-based

protocol especially in terms of time-based throughput and energy-based throughput. Above

all, we believe that our protocols can be applied to the current IEEE 802.11 wireless LAN

cards with only minor modifications.



Chapter 6

Conclusion and Future Work

The evolutionary advancement of radio technologies and the proliferation of portable de-

vices has enabled the development of ubiquitous wireless networks, which can provide users

in motion to easily and flexibly communicate with anyone at anytime in anywhere. How-

ever, a wireless mobile network is mainly characterized by energy-limited mobile stations,

bandwidth-constrained radio links, and unpredictably dynamic topology changes; therefore,

every algorithms and protocols developed on it will face many great challenges. In this dis-

sertation, we propose several novel medium access control (MAC) protocols for infrastruc-

ture and ad hoc wireless networks. The first part (Chapter 2∼ Chapter 4) presents real-time

MAC protocols. The second part (Chapter 5) presents the energy-conserving MAC designs.

In Chapter 2, on the basis of the DCB, we have proposed several different multi-channel

broadcast algorithms for different network system environments. In contrast with single

channel systems, the frame length is significantly reduced in multi-channel systems. With

the support of GPS and the transceivers with tunable transmission power/range ability, the

maximum tolerable network degree is also highly promoted. All our proposed algorithms

are simple and easily implementable in a fully distributed manner. Network designers can

decide which of the algorithms is preferred according to the given network resources. Most

importantly, we guarantee that, for all our proposed protocols, there are no redundant trans-

mission rounds in a frame. It implies that, in terms of bandwidth and energy consumption,

our solutions reach the efficient performance.

One of the severe drawbacks of the proposed protocols is that they require priori knowl-



Conclusion and Future Work 131

edge of some global network parameters, such as the maximum degree and the total number

of mobile stations. However, these parameter values are extremely difficult (if not impossi-

ble) to obtain especially in a large-scale MANET. How to remove these unrealistic assump-

tions deserves further research.

In Chapter 3, we have proposed a hybrid MAC protocol, called the adaptive location-

aware broadcast (ALAB) protocol, for link-level broadcast support in multi-channel systems.

Since a MANET should operate in a physical area, it is very natural to exploit location in-

formation in such an environment. ALAB is scalable and topology-transparent since it does

not maintain any link state information. Above all, in ALAB, both deadlock and hidden

terminal problems are completely solved. In principle, ALAB tries to combine both of the

advantages of the allocation- and contention-based protocols and overcomes their individ-

ual drawbacks. At high traffic or density, ALAB outperforms the pure TDMA because of

spatial reuse and dynamic slot management. At low traffic or density, ALAB outperforms

the pure CSMA/CA because of its embedded stable tree-splitting algorithms. In addition,

ALAB provides deterministic access delay bounds from its base TDMA allocation protocol.

Approximate throughput analyses for static ad hoc networks are provided. Simulation results

do confirm the advantage of our scheme over other MAC protocols, such as IEEE 802.11,

ADAPT, and ABROAD, even under the fixed-total-bandwidth model.

We believe that several future research problems can be stimulated by this work. One of

the advantages of the ALAB protocol is that its success does not hinge on neighbor mainte-

nance. On the other hand, IEEE 802.11 WLAN cards are currently popular on the market.

How to tailor the IEEE 802.11 broadcast operation such that it can support MAC-level reli-

able broadcast without neighborhood knowledge deserves further research.

In Chapter 4, we have proposed a novel polling MAC protocol, named Q-PCF (quality-

of-service PCF), which can coexist with IEEE 802.11 DCF, while providing QoS guarantees

to real-time multimedia applications. Specifically, Q-PCF has the following attractive fea-

tures. (i) It supports multiple priority levels and guarantees that high-priority stations always

join the polling list earlier than low-priority stations. (ii) It provides fast reservation scheme

such that real-time stations can get on the polling list in bounded time. (iii) It employs

dynamic bandwidth allocation scheme to support CBR/VBR transportation and provide per-

flow probabilistic performance assurances. (iv) It adopts the novel mobile-assisted admission
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control technique such that the access point can admit as many newly flows as possible, while

not violating admitted flows’ guarantees. The performance of Q-PCF is evaluated via both

analysis and simulations. (v) Simulation results do confirm that Q-PCF much outperforms

PCF both in terms of goodput and frame delay dropped rate even under the heterogeneous

traffic scenarios. Above all, we believe that the Q-PCF protocol can be easily applied to the

current IEEE 802.11 products without major modifications.

We believe that several future research problems can be stimulated by this work. Re-

cently, we witnessed the remarkably rapid installations of commercial infrastructure WLAN

in entertainment or business environments, such as airports, convention centers, and fast

food restaurants. Definitely, for wireless service providers, providing multiple levels of ser-

vices to meet different QoS requirements of mobile customers is vital for the success of their

business. How to design an appropriate pricing scheme based on the Q-PCF protocol (via

parametersh, G, or connection holding time) must be an interesting issue. For mathematical

analysis, we have derived the closed-form of the throughput. How to derive the closed-form

of the frame delay dropped rate is a challenging problem.

In Chapter 5, we have proposed new asynchronous power management protocols for

large-scale ad hoc networks. The proposed protocols mainly contain three key components:

scalable beacon transfer procedure, energy-conserving neighbor maintenance procedure, and

directed data frame transfer procedure. The scalable beacon transfer procedure delivers a

high success probability of beacon broadcast, thus alleviating the beacon contention prob-

lem significantly. The energy-conserving neighbor maintenance procedure allows a station

to save a great deal of energy by periodically entering the doze state, while also allowing

a PS station a high probability of discovering its neighbors even in a highly asynchronous

MANET. The directed data frame transfer procedure specifies how a station sends a directed

data frame to a PS neighbor. Since the PS station is not always active, the sending station

has to predict when the PS destination will wake up and then initiates the ATIM/ATIM-ACK

frame exchange or sends the data frame directly. Especially, our solutions offer the network

designers full flexibility in trading energy, latency, and accuracy versus each other by appro-

priately tuning system parameters. As compared with the most energy-conserving protocol

in [78], called the grid quorum-based protocol, our interleaving CFPP-based protocol also

guarantees a100% neighbor discovery probability while achieving a nearly75% reduction
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in radio active ratio under about the same energy-delay product. Consequently, our protocol

is more suitable for energy-limited applications.

We believe that several future research problems could be stimulated by this work. Al-

though the CFPP-based protocols perform quite well especially in terms of energy-based

throughput, the length of the pattern repetition interval must be a power of a prime. How to

remove this constraint while maintaining the same beacon transmission ratio or radio active

ratio deserves further investigation. For mathematical analysis, we have derived the closed-

form of the beacon transmission radio, radio active ratio, and neighbor discovery time. How

to derive the closed-form of the energy-based throughput is a challenging problem.
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Appendix

A Proof of Corollary 5.3.1

To prove Corollary 5.3.1, we claim that, whenk = β
√R andβ ≥ 1, the following inequality

holds. (R
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For the proof, we take advantage of the following well-known results [53, 59].
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The first inequality in (A3) follows from Lemma A.1; the second inequality in (A3) is

due toR−2k+1
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Consequently, (A2) and (A4) combined lead to the inequality (A1).
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Figure B1: The case that0 ≤ ∆t < BI
2

. (a) For PS station Y, one of its beacon windows in

a forward pattern repetition is fully covered by the X’s active window. (b) For PS station X,

one of its beacon windows in a backward pattern repetition is fully covered by the Y’s active

window.

B Correctness of the Interleaving CFPP-based Protocol

We prove the correctness of the Interleaving CFPP-based protocol by showing that any two

PS neighbors, X and Y, are able to discover each other, regardless of their clock difference.

We assume that X and Y randomly choose two linesLx andLy respectively from the same

CFPP(U,L) as the set of their half-awake beacon intervals in a pattern repetition interval,

andR = n2 +n+1. LetactW = BI
2

+BW . Without loss of generality, we can assume that

X’s clock is faster than Y’s clock by∆T = h × BI + ∆t, where0 ≤ ∆t < BI andh ≥ 0

is an integer. In the following derivation, we use X’s clock as a reference clock to derive

Y’s clock. We claim that at least one X’s entire beacon window is fully covered by one Y’s

active window within two consecutive pattern repetition intervals, and vice versa. Note that

other cases can be derived via the similar way. The analysis is divided into two cases.

Case 1:0 ≤ ∆t < BI
2

. As illustrated in Figure B1(a), X can receive Y’s beacons in Y’s

forward pattern repetition interval if and only if (i) both〈i〉X and〈iª h〉Y are half-awake

beacon intervals, for some0 ≤ i ≤ R − 1, and (ii) the beacon window in〈iª h〉Y begins

later than the start of the active window in〈i〉X, and terminates earlier than the end of the

active window in〈i〉X. In other words,t1 ≤ t2 andt3 ≤ t4. SinceLx∩{−h⊕Ly} 6= ∅, there

must exist an elementi such thati ∈ Lx andi ∈ {−h ⊕ Ly}. This implies that both〈i〉X
and 〈iª h〉Y are half-awake beacon intervals. Without loss of generality, we can assume
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2
≤ ∆t < BI. (a) For PS station Y, one of its beacon windows in

a backward pattern repetition is fully covered by the X’s active window. (b) For PS station X,

one of its beacon windows in a forward pattern repetition is fully covered by the Y’s active

window.

that t1 = aR × BI + (i − 1) × BI, wherea ≥ 0 is an integer. Hence,t1 ≤ t1 + ∆t =

aR×BI+(i−1)×BI+∆t = aR×BI+(i−h−1)×BI+h×BI+∆t = aR×BI+(i−h−
1)×BI+∆T = t2. In addition,t3 = t2+BW = aR×BI+(i−h−1)×BI+∆T +BW =

aR×BI+(i−h−1)×BI+h×BI+∆t+BW < aR×BI+(i−1)×BI+(BI
2

+BW ) = t4.

On the other hand, as depicted in Figure B1(b), X’s beacons can be received by Y in X’s

backward pattern repetition interval if and only if (i) both〈j〉X and〈j ª h〉Y are half-awake

beacon intervals, for some0 ≤ j ≤ R− 1, and (ii) the beacon window in〈j〉X begins later

than the start of the active window in〈j ª h〉Y, and terminates earlier than the end of the

active window in〈j ª h〉Y. That is,t2 ≤ t3 andt4 ≤ t5. SinceLx ∩ {−h⊕ Ly} 6= ∅, there

must exist an elementj such thatj ∈ Lx andj ∈ {−h ⊕ Ly}. This implies that both〈j〉X
and〈j ª h〉Y are half-awake beacon intervals. Besides,t1 = bR × BI + (j − 1) × BI,

whereb ∈ {a − 1, a, a + 1}. Hence,t2 = bR × BI + (j − h − 1) × BI + ∆T =

bR × BI + (j − h − 1) × BI + h × BI + ∆t < bR × BI + (j − 1) × BI + BI
2

= t3.

t4 = t1 + BI
2

+BW ≤ t1 + BI
2

+BW +∆t = bR×BI +(j−1)×BI + BI
2

+BW +∆t =

bR×BI + (j − h− 1)×BI + BI
2

+ BW + (h×BI + ∆t) = bR×BI + (j − h− 1)×
BI + BI

2
+ BW + ∆T = t5.

Case 2: BI
2
≤ ∆t < BI. Let ∆t = BI

2
+ ∆d and0 ≤ ∆d < BI

2
. As illustrated in Figure

B2(a), X can receive Y’s beacons in Y’s backward pattern repetition interval if and only if
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(i) both 〈i′〉X and〈i′ ª (h + 1)〉Y are half-awake beacon intervals, for some0 ≤ i′ ≤ R− 1,

and (ii) the beacon window in〈i′ ª (h + 1)〉Y begins later than the start of the active window

in 〈i′〉X, and terminates earlier than the end of the active window in〈i′〉X. In other words,

t3 ≤ t4 andt5 ≤ t6. SinceLx ∩ {−(h + 1) ⊕ Ly} 6= ∅, there must exist an elementi′ such

thati′ ∈ Lx andi′ ∈ {−(h + 1)⊕ Ly}. This implies that both〈i′〉X and〈i′ ª (h + 1)〉Y are

half-awake beacon intervals. Besides,t1 = cR×BI+(i′−1)×BI, wherec ∈ {a−1, a+1}.
Hence,t3 = cR×BI +(i′− 1)×BI ≤ cR×BI +(i′− 1)×BI +∆d = cR×BI +(i′−
h− 2)× BI + (h× BI + BI

2
+ ∆d) + BI

2
= cR× BI + (i′ − 1)× BI + ∆T + BI

2
= t4.

t5 = cR×BI + (i′ − h− 2)×BI + BI
2

+ BW + ∆T = cR×BI + (i′ − h− 2)×BI +

BI
2

+ BW + (h×BI + BI
2

+ ∆d) < cR×BI + (i′ − 1)×BI + BI
2

+ BW = t6.

On the other hand, as depicted in Figure B2(b), X’s beacons can be received by Y in

X’s forward pattern repetition interval if and only if (i) both〈j′〉X and〈j′ ª (h + 1)〉Y are

half-awake beacon intervals, for some0 ≤ j′ ≤ R− 1, and (ii) the beacon window in〈j′〉X
begins later than the start of the active window in〈j′ ª (h + 1)〉Y, and concludes earlier

than the end of the active window in〈j′ ª (h + 1)〉Y. That is,t2 ≤ t3 andt4 ≤ t5. Since

Lx ∩ {−(h + 1) ⊕ Ly} 6= ∅, there must exist an elementj′ such thatj′ ∈ Lx and j′ ∈
{−(h + 1) ⊕ Ly}. This implies that both〈j′〉X and〈j′ ª (h + 1)〉Y are half-awake beacon

intervals. Besides,t1 = dR × BI + (j′ − 1) × BI, whered ∈ {a − 1, a, a + 1}. Thus,

t2 = dR×BI +(j′−h−2)×BI +∆T = dR×BI +(j′−h−2)×BI +(h×BI +∆t) <

dR × BI + (j′ − h − 2) × BI + h × BI + BI = dR × BI + (j′ − 1) × BI = t3.

t4 = t3+BW ≤ t3+BW +∆d = dR×BI+(j′−1)×BI+BW +∆d = dR×BI+(j′−h−
2)×BI+BI

2
+BW+(h×BI+BI

2
+∆d) = dR×BI+(j′−h−2)×BI+BI

2
+BW+∆T = t5.

C Derivations of Equations (4.2) and (4.3)

The authors in [1, 72, 73] assume that the bit-rate value of a VBR source in a certain holding

duration is a truncated exponential random variableX with parameterγ. In this case, the

probability density function ofX can be written as

f(x) =





e
α−x

γ

[
γ

(
1− e

α−β
γ

)]−1

if α ≤ x ≤ β,

0 otherwise.
(C1)
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Since (i)f(x) ≥ 0 for all x, and (ii)
∫ β

α
f(x)dx = 1, f(x) is indeed a probability density

function. Especially, whenα = 0 andβ = ∞, X is reduce to the conventionally exponential

random variable. LetC =
[
1− e

α−β
γ

]−1

, we obtain

E[X] = C
∫ β

α

1

γ
xe

α−x
γ dx. (C2)

Integrating by parts yields

µ = E[X] = C
(
−xe

α−x
γ

∣∣∣
β

α

)
+ C

∫ β

α

e
α−x

γ dx = γ +
α− β × e

α−β
γ

1− e
α−β

γ

. (C3)

Equation (4.3) is thus proven.

Now, given0 ≤ ε < 1, we want to find the valueg such thatPr[α ≤ X ≤ g] ≥ 1−ε. By

using equation (C1), we havePr[α ≤ X ≤ g] =
∫ g

α
f(x)dx = 1 − ε. After simple calculus

and algebraic manipulation, we can obtain

g = α− γ ln
(
ε + (1− ε)e

α−β
γ

)
. (C4)

Thus if a VBR station desires that its bandwidth demand during each CFP can be satisfied

with probability at least1− ε, that station shall specifyG = g× SF
CDR

(equation (4.2)) during

the registration period.
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