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Abstract— Many routing protocols for ad hoc networks have
been proposed to date. Among them, STAR is a representative
table-driven protocol, while AODV and DSR are two representa-
tive on-demand protocols. This paper analyzes these three proto-
cols using the GloMoSim simulation environment. The scenarios
used in the simulation experiments take into account a variety of
environmental factors that influence protocol performance. The
performance of the protocols is compared in terms of their con-
trol overhead, amount of data delivered, and average latency in
packet delivery. The simulation results show that STAR achieves
better overall performance than AODV and DSR in sparsely con-
nected networks. For the case of densely connected networks,
AODV performs better in terms of data delivery, while STAR per-
forms much better in terms of control overhead. The study also
addresses the question of how accurate a simulator could be re-
garded for presenting the characteristics of the routing protocols
and for comparison purposes.

I. INTRODUCTION

An ad hoc network is a group of wireless mobile devices
(nodes) that communicate with each other in a collaborative
way, over multi-hop wireless links, without any stationary in-
frastructure or centralized management. Examples of ad hoc
networks include: disaster situations such as earthquake and
flooding, where the rescue teams need to coordinate them-
selves without the availability of fixed networks; soldiers in
a battlefield exchanging tactical information; entrepreneurs in
a meeting sharing business information [1].

The high mobility and low bandwidth features of ad hoc net-
works make it necessary for a routing protocol to be dynamic
and bandwidth efficient to enable the delivery of data packets
while producing low control overhead. Such traditional rout-
ing protocols as OSPF [2] designed for wired networks do not
met such requirements.

Many routing protocols have been proposed for ad hoc net-
works [3], [4], [5], [6], [7], [8], [9]. The mechanisms they
adopt were traditionally categorized as table-driven and on-
demand. On-demand routing protocols query a route when
there is a real need (demand) for it. In contrast, table-driven
routing protocols maintain routing information for all network
destinations independently of the traffic to such destinations.

Several performance comparisons have been reported for ad
hoc routing protocols in the recent past [10], [11], [12], [13].
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This paper compares the Ad Hoc On-Demand Distance Vector
protocol (AODV [5], [14]) and the Dynamic Source Routing
protocol (DSR [6]), with the Source Tree Adaptive Routing
protocol (STAR[4]). AODV and DSR are the two most pop-
ular on-demand protocols to date, while STAR is a represen-
tative table-driven protocol for ad hoc networks environment.
The comparison is made in terms of data delivery, control over-
head, and average latency, using the GloMoSim simulation en-
vironment [15].

Section II reviews the key features of the three routing proto-
cols under study. Section III describes the common simulation
environment and implementation parameters for the protocols.
Section IV presents the factors considered in designing the
simulation scenarios. Section V presents the results of the sim-
ulation study. The results from five different scenarios show
that STAR provides the best performance among the three pro-
tocols analyzed for the case of sparsely connected topologies,
while AODV provides the best data delivery and STAR incurs
the least amount of overhead with slightly worse data delivery
than AODV in densely connected topologies. Interestingly, the
simulation results for AODV and DSR in GloMoSim differ in
some respects from published results using ns-2. The results
show that STAR faces a scaling problem as the number of net-
work nodes grows larger, while on-demand routing protocols
face scaling problems as the number of flows per node grows,
specially if the number becomes proportional to the number
of nodes in the network, which suggests the need for a hybrid
approach to routing in ad hoc networks.

II. ROUTING PROTOCOLS

A. STAR

STAR [4] is a table-driven routing protocol. Each node dis-
covers and maintains topology information of the network, and
builds a shortest path tree (source tree) to store preferred paths
to destinations. The basic mechanisms in STAR include the
detection of neighbors and exchange of topology information
(update message) among nodes.

For STAR, there are mainly two alternative mechanisms to
discover neighbors:
1. Hello Messages: Hello messages are sent by each node pe-
riodically to inform neighbors of its existence. Such messages
can be small packets, not needing to contain any routing infor-
mation. When a node receives a hello message from another
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node that it does not know previously, it discovers a new neigh-
bor. If a node does not receive any message (update or hello)
from a neighbor for a certain period of time, it determines that
this neighbor is broken or out of its range.
2. Neighbor Protocol: A neighbor protocol can be imple-
mented at the link layer. It notifies STAR of the existence of
new neighbors or the loss of connectivity to an existing neigh-
bor. With the support of a neighbor protocol, no hello messages
are needed.

By adopting the Least-Overhead Routing Approach
(LORA), STAR greatly reduces control overhead in ad hoc
network environment. Under LORA, a source node does not
need to maintain shortest paths to destinations. A node run-
ning STAR does not send update messages after every change
of topology. It only sends updates in the event of unreach-
able destinations, new destinations, the possibility of perma-
nent routing loops, or cost of paths exceeding a given thresh-
old. These situations are defined by the three basic LORA rules
in STAR.

Four LORA rules are further defined for the case when the
underlying MAC protocol does not support reliable transmis-
sion. These rules introduce periodic update messages, repair
messages and query messages. Query messages give some on-
demand characteristic to STAR, but they are used much less
aggressively than in such on-demand protocols as AODV and
DSR.

The basic information unit in STAR is the representation of
a link, which indicates the two adjacent neighbors, the cost of
the link, and the time stamp reflecting the freshness of the link.
Accordingly, for communicating topology information, the ba-
sic information unit transmitted is a LSU (Link State Update).
The set of links used by a node in its preferred paths to desti-
nations form the source tree of the node. The set of LSUs form
the topology information being exchanged.

B. AODV

A node running AODV [14] initiates a route discovery pro-
cess only when it has data packets to send and it does not know
any route to the destination node, that is, route discovery in
AODV is “on-demand”.

During a route discovery process, the source node broad-
casts a route query packet to its neighbors. If any of the neigh-
bors has a route to the destination, it replies to the query with
a route reply packet; otherwise, the neighbors rebroadcast the
route query packet. Finally, some query packets reach the des-
tination, or nodes that know a route to the destination. At that
time, a reply packet is produced and transmitted tracing back
the route traversed by the query packet. To handle the case in
which a route does not exist, or the query or reply packets are
lost, the source node rebroadcasts the query packet if no reply
is received by the source after a time-out.

A path maintenance process is used by AODV to monitor
the operation of a route being used. If a source node receives
the notification of a broken link, it can re-initiate the route dis-

covery processes to find a new route to the destination. If a
destination or an intermediate node detects a broken link, it
sends special messages to the affected source nodes.

AODV uses a routing table to specify distances to destina-
tions. It uses sequence numbers maintained at each destination
to determine the freshness of routing information and to pre-
vent routing loops. It uses timers to monitor the utilization of
routing information. A routing table entry is “expired” if not
used for a period of time.

The recent specification of AODV [14] suggests an opti-
mization to AODV: it uses an expanding ring search to dis-
cover routes to an unknown destination. In the expanding ring
search, increasingly larger neighborhoods are searched to find
the destination. The search radius is controlled by the TTL
field in the IP header of the request packets. If the route to
a previously known destination is needed, the prior hop-wise
distance is used for the radius.

C. DSR

DSR [6], [16] adopts a similar on-demand approach as
AODV regarding the route discovery and maintenance pro-
cesses. A key difference of DSR from AODV and other on-
demand protocols is the use of source routing, where the source
node specifies the complete sequence of intermediate nodes for
each data packet to reach its destination. The source-route in-
formation is carried by the header of the data packet. The ad-
vantage of source routing is that no additional mechanism is
needed to detect routing loops. The obvious disadvantage is
that data packets must carry source routes.

The data structure DSR uses to store routing information is
route cache, with each cache entry storing one specific route
from the source to a destination.

DSR makes very aggressive use of the source routing infor-
mation. Every intermediate node caches the source route car-
ried in a data packet it forwards, and the following optimization
rules to DSR have also been proposed:
1. Salvaging: If an intermediate node discovers that the next
hop in the source route is unreachable, it can replace the source
route in the data packets with a route from its own cache.
2. Gratuitous Route Repair: A source node notified error of
the packets it originates propagates the error notification to its
neighbors by piggy-backing it on its next route request. This
helps clean up the caches of other nodes in the network that
may have the failed link in one of the cached source routes.
3. Promiscuous Listening: When a node overhears a packet
that is addressed to another node, it adds the source route in-
formation into its own route caches. The node also checks if
the packet could be routed via itself to gain a shorter route.

III. IMPLEMENTING PROTOCOLS IN GLOMOSIM

GloMoSim [15] is a library for simulating wireless net-
works. It was developed using PARSEC [17], a C-based par-
allel simulation language. In GloMoSim, the library structure
is decomposed into different network layers. A number of pro-
tocols have been developed at each layer. New protocols and
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modules can be programmed and added to the library using
PARSEC. A strong point of GloMoSim, compared with several
other wireless network simulators, is the capability to simulate
very large networks with thousands of nodes.

To conduct this performance study, we developed an imple-
mentation of STAR in GloMoSim and used the implementa-
tions of AODV and DSR already available in the GloMoSim
library.

All three routing protocols use the network layer service to
communicate control messages with neighbors. On the other
hand, when delivering data packets, the network layer calls the
routing protocol to determine the paths to the destinations. If
no path is available for a destination, the source node queues
the data and send a query message to its neighbors. If no reply
to this query is received after a time-out period, another query
will be sent, with a longer time-out period.

Practically, a timer should be set to determine whether a data
packet has been queued too long, and in this case to drop the
data packet. In our study, for the purpose of comparison, none
of the simulated protocols set such a timer.

The routing layer is notified by the MAC layer if a control
or data packet can not be delivered to the next hop by the MAC
layer after a given numbers of retries. The routing protocols
would regard this as an indication of the loss of connection
with the neighbor.

A routing protocol can choose to use the promiscuous mode
supported by MAC layer. Promiscuous mode means that a
node in a network accepts all packets, regardless of their desti-
nation addresses.

The following implementation parameters were adopted for
each protocol:

1. STAR: Our implementation of STAR does not use hello
messages. Instead, we utilize periodic routing update messages
to discover neighbors and to refresh the topology graph at each
node in the network. The update broadcast event is triggered
about every 6 seconds. The jitter for the update timer is 1 sec-
ond. The periodic updates also provide STAR an additional
way to detect broken links, besides using the notification from
the MAC layer. Because every node sends messages at least
every 6 seconds, if a neighbor is not heard from after 36 sec-
onds, the connection to this neighbor is regarded as broken.
The time-out value for the initial query in STAR is 600 mil-
liseconds. It increases by 10 times after a time-out. The max-
imum time-out period is fixed at 600 seconds. To determine
the appropriate values of the parameters such as time-out pe-
riod, we tried several different alternatives, but still the chosen
values are not guaranteed to be optimal. A parameter value
suitable for one scenario may not be suitable for another sce-
nario. This situation may also happen in AODV and DSR.
2. AODV: Promiscuous mode is set in AODV implementa-
tion. The timer to check whether a route is too old is set to 10
seconds. The timer to check whether a query is answered is set
to the product of 80 milliseconds and TTL, where TTL starts at
1, or the previously known hop count, and increased by 2 after

each time-out, until reaching the expected maximum radius,
which is set as 35 in the simulation. The jitter for broadcast
messages is 10 milliseconds.
3. DSR: The time-out period to check the reply for a query is
initially set to be 500 milliseconds, it doubles after each time-
out until it reaches 10 seconds.

Besides choosing the routing protocols, we also need to de-
termine the protocol for each layer of the network stack. “Free
space” mode is chosen for the propagation mode. For the ra-
dio layer, we choose “no capture”. The MAC layer protocol is
802.11 [18]. The network protocol is IP. For the transport layer
we choose UDP protocol. The application for generating data
traffic is CBR.

The choices made above are mainly based on previous simu-
lation work, so that the results of this study could be compared
with the results from previous studies.

IV. ENVIRONMENTAL FACTORS

A. Degree of Connectivity among Nodes

In many scenarios simulated in previous simulation studies
of ad hoc networks, nodes were usually densely connected. In
a highly dense network, almost every node has at least a path
to any other node, usually just a few hops away. Meanwhile
due to the high volume of routing control messages, congestion
happens frequently in such networks. A sparsely connected
ad hoc network bears different characteristics. In such a net-
work, paths between two nodes do not always exist, and rout-
ing choices are more obviously affected by the mobility of the
network.

In our simulation study, we ran simulations in both sparse
and dense networks. Fixing the area to be 4km * 4km, and the
number of nodes to be 40, the transmission range of each node
in the sparse network is 250m, while in the dense network it is
400m.

B. Degree of Mobility

Varying the degree of mobility, or the moving speed of each
node in the network, is a useful way to test how adjustable a
routing protocol is to the dynamic environment. There have
been several mobility models used in the past. We chose the
“random waypoint” because this has been used more widely
than other mobility models. In this model, each node begins
the simulation by remaining stationary for “pause time” sec-
onds. It then selects a random destination in the simulation
space and moves to that destination at a speed distributed uni-
formly between a minimum and a maximum speed. Upon
reaching the destination, the node pauses again for “pause
time” seconds, selects another destination, and proceeds there
as previously described, repeating this behavior for the dura-
tion of the simulation.

In our simulations, we fix the minimum moving speed to be
0, maximum speed to be 20m/sec. We varied the “pause time”
between 0 and 900 seconds. A “pause time” of 0 second cor-
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responds to continuous motion, and a pause time of 900 corre-
sponds to no motion when the simulation time is 900 seconds.

C. Number and Duration of Data Flows

Because on-demand protocols query routes only when data
flows exist for them, the number of data flows would influence
the number of paths found and the control overhead for on-
demand protocols, such as AODV and DSR. Because STAR
also uses query messages in unreliable networks, we expect it
to be also affected by this factor. How well a protocol adjusts
to the change of data flows is another important criterion for
evaluating a routing protocol. In our simulations, we varied
the number of data flows to be 20 and 60.

In most previous simulation studies, each data flow started
at an early time of the simulation period, and continued until
almost the end of the period. In our simulations, besides this
long lasting flow pattern, we also tested the protocols under
data flows that last shorter time periods.

D. Shape of Space and Initial Node Placement

Different shapes of moving space would affect the mobil-
ity pattern of the nodes, and thus affect the simulation results.
Square and rectangle with the similar area are expected to
cause the routing protocols to work differently. Compared to a
rectangle site with comparable area size, a square site models
situations in which nodes can move more freely around each
other. In our simulations, we chose both square and rectan-
gle moving areas. But the rectangle area are not as narrow as
what’s chosen in [16]

The positions of the simulated nodes can be chosen uni-
formly or randomly, or be specifically defined for each. Since
this factor might influence performance results, we chose both
uniform and random node placement in the simulations.

E. Other Factors

There are also other factors for which we did not change the
values and study the effects. We did not study the effect of
having a static node or a few static nodes as points of attach-
ments to the Internet, such that most of the traffic in the ad hoc
network is to and from such point(s).

In our simulation and several previous simulations, traffic
type was chosen to be constant bit rate source (CBR). In a real
case, there are all kinds of popular applications with different
traffic patterns from CBR. To observe the protocols more ob-
jectively, it is worth trying different applications in the future
studies.

V. RESULTS AND ANALYSIS

A. Metrics

The following metrics are used in the simulation study.
1. Data Delivered: The number of data packets delivered by
all the nodes during the simulation period.
2. Control Overhead: The number of control packets sent by
all the nodes to discover and maintain routes.
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Fig. 1. Data Delivery in Scenario 1 for (a)60 (b)20 Data Flows

3. Average Latency: The average time delay between the time
when a data packet is given to IP layer at the source node and
the time when the packet arrives at the IP layer of the destina-
tion node.

These metrics are the most widely used for representing per-
formance. When we design a routing protocol, higher data de-
livery, lower control overhead, and lower latency are always
desired, but they can seldom come together. For example,
when a protocol discovers more routes, it is also likely to pro-
duce more control packets.

The following sections present the results on the three met-
rics for 5 different scenarios. We also varied the number of
data flows, and the value of the “pause time” (the time a node
stays at a position before moving to the next random position)
under each scenario.

B. Scenario 1

In this scenario, 40 nodes move in a 4km * 4km area. Nodes
are initially placed uniformly within this area, and the power
range for each node is 250m. As for the data flows, source
and destination pairs are chosen randomly, with each flow lasts
for most of the simulation time. The simulation time is 900
seconds. The network bandwidth is 2Mbit/sec.

Fig. 1, 2, and 3 show the results of the different metrics, un-
der the combination of different degrees of mobility and num-
bers of flows.

Under the conditions of different mobility and different
number of sources, STAR and AODV delivered comparable
amounts of data packets. DSR had the lowest data delivery
results.
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Fig. 2. Control Overhead in Scenario 1 for (a)60 (b)20 Data Flows
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Fig. 3. Data Latency in Scenario 1 for (a)60 (b)20 Data Flows

DSR produced the least amount of control overhead, while
AODV produced the highest amount. The control overhead of
STAR is comparable with DSR when the number of data flows
is 60. AODV produced as much as five times control packets
compared with DSR for the situation of 60 data flows. For
STAR, the control overhead does not change much when the
number of data flows changes, but for the other two protocols,
especially for AODV, the overhead increases obviously when
the number of data flows increases. This is also the typical
difference between a table-driven protocol and an on-demand
protocol.

STAR had the lowest average latency, while AODV and
DSR had comparable latencies in overall. Overall, with a
“pause time” of 600 seconds, the latency values for each proto-
col are much higher than in other situations, which shows that
in this mobility mode the paths are not available at the early
stage of the simulation.

C. Scenario 2

In this scenario, most environmental factors are the same
as in Scenario 1, except that each data flow lasts for a shorter
period of time.

Fig. 4, 5, and 6 show the results under this scenario.
In this scenario, STAR and AODV delivered comparable

amounts of data packets, and DSR had the lowest data delivery
results. At 20 data flows, the results for all the three protocols
are comparable.

In the “data delivery” graph, when “pause time” decreases
from 900 to 0 seconds, the trends the protocols follow are sim-
ilar to the trends in Scenario 1, except for the case of a “pause
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Fig. 4. Data Delivery in Scenario 2 for (a)60 (b)20 Data Flows
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Fig. 5. Control Overhead in Scenario 2 for (a)60 (b)20 Data Flows

time” equal to or less than 60 seconds. During this period, the
three protocols deliver fewer data packets than in Scenario 1.
This shows that when flows last shorter amounts of time, the
delivery of data packets is negatively influenced, especially in
cases with higher mobility.

DSR produced an abnormally high amount of control pack-
ets in several situations for 60 data flows.

Concerning average latency, the results are comparable for
the three protocols. Again when the “pause time” is 600 sec-
onds, the latency for each protocol is substantially higher than
in other mobility situations.

D. Scenario 3

In this scenario, most environmental factors are the same as
in Scenario 1. The only difference is that the area in which the
nodes move is a rectangle with an of area 5km * 3km.

Fig. 7, 8, and 9 show the results for this scenario.
STAR is comparable with AODV in terms of data delivery.

DSR had the lowest data delivery results. The behavior of the
three protocols is interesting for 20 data flows. In this case,
each line is almost linearly decreasing when the “pause time”
increases from 0 to 900 seconds.

The control overhead results for each protocol are similar to
Scenario 1. AODV produced many more control packets than
the other two protocols, and DSR produced the smallest num-
ber of control packets in most situations, except for a couple of
points for 60 data flows, when it produced more control pack-
ets than STAR.

STAR had the lowest latency, with AODV and DSR hav-
ing comparable latency results. For 20 data flows, at the point
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Fig. 7. Data Delivery in Scenario 3 for (a)60 (b)20 Data Flows

when the “pause time” is 600 seconds, the latency values for
AODV and DSR are both 0. This is the case because AODV
and DSR could not deliver any data packets.

E. Scenario 4

The area used in this scenario is a 5km * 3km rectangle,
and the initial node placement is random, which is the only
difference of this scenario with Scenario 3.

Fig. 10, 11, and 12 show the results for this scenario.
All the three protocols delivered more data packets in this

scenario than in Scenario 3, the uniform placement. STAR
delivered more data packets than the other two protocols for 60
data flows, and fewer than AODV for 20 data flows. The results
for STAR and AODV are comparable, and DSR delivered the
fewest packets. The results in this scenario are similar with the
trends of the previous three scenarios.

The results for the control overhead produced by the three
protocols are quite similar to those in Scenario 1. AODV pro-
duced many more control packets than the other two protocols,
and DSR produced the smallest amount. DSR produced fewer
control overhead in this scenario than in Scenario 3, while the
other two protocols showed comparable behavior. STAR had
the lowest average latency, and AODV and DSR had similar
latencies.

F. Scenario 5

Compared with the previous four scenarios, this scenario
represents a more densely connected network. The area is 4km
* 4km and the radio range of each node is increased to 400m,
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Fig. 8. Control Overhead in Scenario 3 for (a)60 (b)20 Data Flows
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Fig. 9. Data Latency in Scenario 3 for (a)60 (b)20 Data Flows

which brings denser connectivity among nodes. Fig. 13, 14,
and 15 show the results for this scenario.

Concerning the data packets delivered, for 60 data flows,
STAR delivered more packets than DSR, but fewer than
AODV. For 20 data flows, AODV delivered the highest amount
of packets, with STAR delivering the fewest. The results in-
crease almost linearly when the “pause time” increases from 0
to 900 seconds.

STAR had the least amount of control overhead and AODV
had the largest overhead. With respect to the previous scenar-
ios, the number of control packets increased substantially for
DSR, and the fluctuations for DSR are also more pronounced.

Overall, STAR had the lowest average latency in data deliv-
ery, with AODV having the highest.

G. Results Summary

According to our simulations, in terms of a combined view
of the metrics: data delivery, control overhead, and average
latency, STAR has the best performance among the three in
sparsely connected networks. IN densely connected networks,
AODV is the best performing in terms of data delivery and
STAR continues to be the best in terms of routing overhead,
while delivering a smaller amount of data packets than AODV.

The control overhead produced by STAR does not change
as much as AODV and DSR when the number of data flows
varies. This is usually difference between table-driven and on-
demand protocols. Contrary to the widely held opinion that
table-driven protocols have higher control overhead than on-
demand protocols, STAR produced much less control packets
than AODV in most of the simulated scenarios. Another no-
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Fig. 10. Data Delivery in Scenario 4 for (a)60 (b)20 Data Flows
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Fig. 11. Control Overhead in Scenario 4 for (a)60 (b)20 Data Flows

ticeable thing is that STAR does better in the situations with
more data flows (60 flows). This result, however, should be
considered in the context of the size of the ad hoc network
we considered. In much larger networks, say with 200 nodes,
STAR would produce much more traffic overhead. An on-
demand routing protocol would be preferable in this case if the
number of flows in the network is much smaller relative to the
number of network nodes (e.g., smaller than 10% of the popu-
lation). Interestingly, it appears that new solutions are needed
for both types of protocols to address networks with hundreds
of nodes and flows.

Under our simulation scenarios, STAR always has the low-
est data delivery latency among the three protocols, this is also
expected in table-driven protocols compared with on-demand
protocols, because table-driven protocols discover and main-
tain routing information even when there is no data to be de-
livered.

DSR has the least amount of control overhead in sparsely
connected situations; however, its data delivery rate is not sat-
isfactory in sparsely connected situations.

H. Comparing Simulation Results under Different Simulators

These three protocols were not compared in a common sim-
ulator before, but AODV and DSR were compared using ns-2
[12], [19]. Both GloMoSim and ns-2 are discrete event simu-
lators, with the main difference that the implementation tech-
niques GloMoSim adopts make it more scalable and thus able
to simulate larger networks [20]. For our study, which did not
address very large scale networks, it was expected that the re-
sults from GloMoSim would be close to the results from ns-
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Fig. 12. Data Latency in Scenario 4 for (a)60 (b)20 Data Flows
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Fig. 13. Data Delivered in Scenario 5 for (a)60 (b)20 Data Flows

2 under similar scenarios. However, besides similarities, we
found non-trivial differences in our results from prior studies
using ns-2.

In ns-2 [19] simulations, AODV and DSR were run in
densely connected scenarios. The density was higher than our
scenarios.

With 10 and 20 data flows, AODV and DSR simulated in
ns-2 delivered similar amounts of data, with DSR delivering
slightly more than AODV. At 30 and 40 flows, AODV deliv-
ered more data than DSR, except when “pause time” is more
than 600 seconds. Where the network is relatively densely con-
nected, for our results, AODV delivered more data than DSR in
most situations, but the difference is greater for higher number
of data flows.

AODV produced more control overhead than DSR in ns-2
simulations, as much as five times for 40 data flows. For our
simulation results, AODV also produced more control over-
head than DSR, but the difference is not so big in densely con-
nected scenarios.

AODV has lower average latency than DSR with 30 and 40
data flows in ns-2 simulations, but a bit higher latency than
DSR at 10 and 20 data flows in ns-2 simulations, but higher
latency than DSR at 10 and 20 data flows. This trend is not
seen in our simulations. In the densely connected scenario,
AODV has a higher latency than DSR in most situations.

When simulating the same protocol in different simulators,
such as GloMoSim and ns-2, differences could be found in the
patterns of the results. For example, in ns-2, for AODV and
DSR, the control overheads increases with mobility - shorter
“pause time”. In GloMoSim, however, the control overhead

0

10000

20000

30000

40000

50000

60000

0 30 60 120 300 600 900

Pause Time (sec)
(b)

N
u

m
b

er
o

f
C

o
n

tr
o

lP
ac

ke
ts

P
ro

d
u

ce
d STAR

AODV
DSR

0

10000

20000

30000

40000

50000

60000

70000

80000

90000

0 30 60 120 300 600 900

Pause Time (sec)
(a)

N
u

m
b

er
o

f
C

o
n

tr
o

lP
ac

ke
ts

P
ro

d
u

ce
d

Fig. 14. Control Overhead in Scenario 5 for (a)60 (b)20 Data Flows

553



0

5

10

15

20

25

30

0 30 60 120 300 600 900
Pause Time (sec)

(b)
A

ve
ra

g
e

D
at

a
L

at
en

cy
(s

ec
)

STAR
AODV
DSR

0

2

4

6

8

10

12

14

0 30 60 120 300 600 900

Pause Time (sec)
(a)

A
ve

ra
g

e
D

at
a

L
at

en
cy

(s
ec

)

Fig. 15. Data Latency in Scenario 5 for (a)60 (b)20 Data Flows

for DSR fluctuates when the mobility decreases, while the
overhead for AODV keep increasing after the point where the
“pause time” is 120 seconds.

VI. CONCLUSIONS

It is not simple to determine which of the three protocols
under comparison is the best for ad hoc networks. No pro-
tocol is ideal for all scenarios. A good criterion to choose a
protocol might be the size and expected traffic load in the tar-
get network. Table-driven protocols like STAR face scaling
problems as the number of nodes in the network grows much
larger than the network size considered in this study, because
the overhead traffic grows linearly with the number of desti-
nations. On-demand routing protocols face scaling problems
when the number of nodes is large and each such node has a
good likelihood of contacting several other nodes in the net-
work, because the overhead grows linearly with the number of
active destinations.

According to our simulation study, in small networks (40
nodes or so) STAR performs best in sparsely connected net-
works, and in densely connected networks, AODV delivers
more packets than the other two protocols, while STAR incurs
less overhead than the other protocols. STAR always has the
lowest latency, which is interesting from the fact that routes
exist without the need for on-line searches of such routes.
The control overhead of STAR does not change much when
the number of data flows changes. The control overhead for
AODV and DSR drops substantially when the number of data
flows decreases.

We found similarities in the results from prior simulation
studies using ns-2 as well as differences. This indicates that the
simulation results serve as a good reference for studying proto-
col features and for comparing different protocols, but are not
accurate enough for deriving conclusions about the expected
performance of a given protocol in a real network.
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