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Abstract-This paper presents the fault tolerance of public wireless local access networks (public WLANs).  When failures occur in the access points of a public WLAN, the users under the coverage area of the faulty APs (the affected users) will lose wireless connectivity, and they cannot perform data services again.  The proposed approach can resume the wireless connectivity of affected users by directing them to move to the coverage areas of the survival access points.   To quickly complete the wireless reconnection, the moving distance is concerned in the proposed approach.  In addition, the overloading problem is also considered in the proposed approach to avoid that many affected users are moved to the same survivable access point.  Basically, the proposed approach uses survivable access points to serve the affected users.  Unlike previous approaches, the proposed approach does not need hardware support and network planning.  Finally, the overhead of the proposed approach is evaluated by numerical analysis.  Moreover, extensive simulations are performed to compare the proposed approach with previous approaches. 
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1 Introduction
With the advent of the IEEE 802.11 standard, wireless LANs (WLANs) are emerging as a competitive technology for mobile computing.  Currently, WLANs have been extensively deployed in public areas (e.g. airports, hotels, universities, shopping centers, etc).  To set up a public WLAN, multiple access points (APs) are first installed for providing wireless communication in the public area.  Each user in a public WLAN must associate with an AP to acquire a wireless communication path before performing data services.  If an AP fails, all users under its coverage range cannot acquire wireless communication paths to perform data services.  

The fault-tolerant issue about the access point has been studied in the literature [1-2].  In [2], it mentioned that the approaches proposed in [3] and [4] can be also applied on the fault tolerance of the access point since they also discuss the dependability of wireless infrastructure.  These previous approaches can be divided into the following three basic techniques: access-point replication, overlapping coverage, and link multiplexing.
· Access-point replication: In this technique, each working AP is statically equipped with one redundant AP.   If a working AP failure, its equipped redundant AP is activated as a backup AP.  Next, all the users previously associated with the faulty AP need to perform associations again to take the backup AP as their new serving AP.  

· Overlapping coverage: The main idea of this technique is to plan an overlapping range in the every place of a public WLAN.  If one AP fails, the users associated with the faulty AP are switched to be served by another AP whose coverage range intersects with that of the faulty AP.  The fault-tolerant capability in this approach is under the assumption of the overlapping range.  If a MS is located within a non-overlapping range, its wireless communication cannot be sustained when its original serving AP fails.

· Link multiplexing: As for this technique, multiple wireless network cards are equipped for each user to potentially associate with multiple APs.  An active user has multiple wireless communication paths to distinct APs.  The packets to/from the user are multiplexed over the multiple wireless communication paths based on a special software support.  If one serving AP of a user fails, the user still owns wireless communication paths to other APs.  The user can continuously perform data services.  

In this paper, we propose a new approach to tolerating the AP failure in a public wireless LAN. Unlike previous approaches, the proposed approach is not required the redundant AP or the multiple network cards.  This also means that the proposed approach is not based on the hardware support.  In addition, the proposed approach neither needs to pre-plan the overlapping range in the every place of a public WLAN.  If an AP fails, the proposed approach utilizes the survival APs neighboring the faulty APs to constitute a failure-tolerant AP set.  Then, the failure-affected users (the users under the coverage range of the faulty AP) are directed to move to coverage ranges of the APs in the fault-tolerant AP set.  To avoid significantly affecting the performance, if a survival AP has a heavy workload, it cannot be taken into the fault-tolerant AP set.  The proximity and overloading are simultaneously considered in the proposed approach to reduce the fault-tolerant overhead.  Finally, extensive simulation experiments are performed to compare the proposed approach with previous approaches in various performance metrics.

The rest of this paper is organized as follows. Section 2 gives background knowledge. Section 3 proposes our fault-tolerant approach.  Section 4 evaluates the overhead of the proposed approach. Section 5 compares the proposed approach with previous approaches.  Simulation results are presented in Section 6.  Finally, concluding remarks are made in Section 7.
2 Background
This section describes the background knowledge of the paper. First, we give the network model of a public WLAN. Then, we describe how to detect the failure of an AP.  Last, we review related work.
2.1 Network Model
The network model referred to this paper is shown in Fig. 1, which consists of four components: mobile station (MS), access point (AP), distribution system (DS), and simple network management protocol (SNMP) server.  The MS is a computing device with wireless network interface to connect with an AP, which also represents a user.  The AP has a coverage range, i.e., a limited range of operation.  MSs within an AP’s coverage range contend the configured radio channel of the AP to perform data services. From the service viewpoint, an AP with the MSs within its coverage
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Fig. 1. Network model
range form a basic service set (BSS).  For the radio access, the IEEE 802.11 standard proposed two channel accessing mechanism, namely, the distributed coordination function (DCF) and point coordination function (PCF) [5].
In a public WLAN, multiple APs are usually installed in order to cover all the serving ranges of the public area.  A wired network (called a DS in the IEEE 802.11 standard) is required to connect the multiple APs.  The IEEE 802.11 standard does not specify any particular technology for the DS.  In most WLAN products, DS is implemented by an Ethernet network.  With the DS, the previously mentioned BSSs are connected to form an extended service set (ESS).  In the same ESS, any two MSs within different BSSs can communicate with each other.  
To manage all APs of a public WLAN, a SNMP server is set in the network model (Note that SNMP is a standard protocol for managing a wired or wireless network [6]).  Most APs also support SNMP [7, 8].  In this paper, the SNMP server is used to monitor the loading status of each AP [9-11], which periodically sends a loading-inquiry message to each AP. 
2.2 Failure Detection 
This paper mainly concerns the fault-tolerant issue of the AP; failures are assumed to occur in APs only.  The SNMP server and the distributed system are assumed to be failure-free; their fault-tolerant issues are not discussed in this paper.  Traditionally, the AP failure is detected by monitoring the periodical beacon frame [2].  In [2], it indicated that this detection method is difficult to distinguish between the MS mobility or the AP failure.   Therefore, in [2], it proposed an efficient detection method by using the signal strength as the indicator of the AP failure.  An AP which is correctly functioning will present a strong signal.  The MS within its coverage range will receive the strong signal.  In contrast, if an AP fails, it cannot present a strong signal to the MS within its coverage range.  Therefore, if an MS detects there is a sudden drop in the signal received from its serving AP or it does not receive a signal from its serving AP for a period of time, the AP is regarded as in the faulty status.  

2.3 Related Work

As aforementioned in section 1, the previous approaches are classified into three basic techniques: access-point replication, overlapping coverage, and link multiplexing. 
The approach of [1] belongs to the access-point replication technique.  In [1], it concerned the “shadow region” issue.  Due to physical obstacles and radio interference, there may be a shadow region in the AP’s coverage range.  When an MS moves into a shadow region, it will lose the wireless connectivity.  To avoid this situation, a redundant AP is paced in the shadow region to serve the MSs moving into that region.  Here, the concept of the redundant AP can be also handled the AP failure problem. Each working AP is statically equipped with one redundant AP.  If an AP fails, its equipped redundant AP is activated as the backup of the faulty AP.  Here, the redundant AP needs to detect the failure of the corresponding AP.  In addition, the redundant AP is not allowed to fail.  If a failure also occurs in the redundant AP, the fault tolerance cannot be achieved.

The approaches of [3, 4, 12, 13-15] belong to the overlapping coverage technique.  However, the approaches [3] and [4] are operated in cellular networks.  To adopt the overlapping coverage technique in a public WLAN, there are a number of problems as follows.  In the IEEE 802.11 standard, only three radio channels are available used in the ESS of a public WLAN.  Due to few useful radio channels and radio interference consideration, it cannot ensure that overlapping coverage is available in every place of the public WLAN [1, 2].  In addition, the use of the overlapping coverage technique may introduce the overloading problem [2].  When an AP fails, if all the overlapping APs are in the overloading state, it is hard to select a suitable AP to take over the workload of the faulty AP.  Here, the overlapping APs of AP x indicate the APs which radio coverage ranges are overlapping with AP x.  Like the access-point replication technique, failures are not allowed to occur in the overlapping APs simultaneously.  The approaches proposed in [12-15] mainly handle the load-balance issue of a WLAN, but the concepts of these approaches can be used to handle the AP failure, described as follows.   In [12], it concerned the issue about user congestion at certain popular spaces (hot-spots) of a public WLAN.  It proposed two approaches, explicit channel switching and network-directed roaming to relieve the hop-spot congestion.  In the explicit channel switching approach, if more than one AP can admit the connection request of an MS, the MS will associate with the AP with the light load, not the AP with a stronger signal.  The first approach is relies on the existence of more than one AP being able to signal to an MS.  This also means that an MS must locate within the overlapping coverage range. This assumption is not always valid.  To avoid making this assumption, the network-directed approach directs a MS to move to a distant AP with the light load, which is based on the location of the MS and the available capacities of all APs.  The concepts of the above two mentioned approaches can be applied to handle the AP failure.  Especially, the first approach is very similar to the overlapping coverage technique.  If an AP is in the overloading status, it can be logically imaged that the AP is faulty and it cannot serve any mobile stations again.  However, the second approach cannot be directly applied in the fault tolerance.  The reason is that if an AP fails, the MSs under its coverage range cannot acquire the network direction from it. In addition, if the MS does not immediately move, the distant AP may become overloading or faulty after the MS arrives at its coverage range.  In addition, if many MSs are directed to move to the same distant AP, the AP becomes a new overloading AP.   In [12], it does not describe how to extend the second approach to handle the fault-tolerance problem.  Like the first approach of [12], the approaches of [13-15] also discuss how to distribute the load of the MSs located within the overlapping coverage range.  The load balancing is only discussed among the APs with a common overlapping coverage range.  Similarly, if the approaches [13-15] are applied to hand the AP failure, they are categorized into the overlapping coverage technique.  
As for the link multiplexing technique, the approach of [2] adopts this technique. It utilizes multiple wireless network cards at each MS to provide the AP fault tolerance. In the approach of [2], each MS is equipped with more than one wireless network card.  Whenever a MS is formally associated with a working AP, it may also receive signals from neighboring APs.  The MS utilize its multiple wireless network cards to respectively connect with the APs signaling to it.  In such case, the MS owns multiple communication paths to distinct APs.  Therefore, if one serving AP of an MS fails, the packets of the MS can be still multiplexed over the remaining communication paths.  In the approach of [2], it clearly indicated that a software module is required to be installed on each MS to multiplex packets over multiple communication paths.  In addition, the approach of [2] also needs the support of overlapping coverage.  It indicated that overlapping coverage is easily provided in each place of a public WLAN based on the support of the multiple wireless network cards.  However, the approach of [2] does not describe how to plan the overlapping coverage everywhere.  When the MS is not located within an overlapping coverage range, it only hears the signal from one AP and only has one communication path to an AP.  In such case, if the AP fails, the approach of [2] cannot work correctly.  
3 Proposed Approach

This section presents a new fault-tolerant approach for a public WLAN.  Compared to the previous approaches, the proposed approach is not based on the hardware support and the overlapping coverage planning.  In addition, the proposed approach can allow multiple APs to fail simultaneously as long as an AP exists in the public WLAN.
3.1 Basic Idea

As shown in Fig. 1, there are a number of APs in a public WLAN.  If an AP fails, the MSs under its coverage range (the failure-affected MSs) will lose wireless connectivity.  However, from the public-area viewpoint, there are some working (survival) APs, which still can provide wireless connectivity in some ranges of the public area.  If the failure-affected MSs can move to the coverage ranges of the survival APs, their wireless connectivity can be resumed.  Here, the moving distance of a failure-affected MS seems not too far, explained as follows.  The public WLAN is usually deployed in indoor environment (e.g. airport, coffee shop and conference center, and etc.).  The coverage area of a public WLAN is not too large, and the distance between two neighboring APs is not long.  Therefore, a failure-affected MS can find a survival AP without moving too far.  Based on the above description, the main idea of the proposed approach is to give each failure-affected MS a direction to guide it how to move to the coverage range of one survival AP.  The basic idea can be also imagined that one or more current working APs dynamically constitute a backup set to take over the faulty AP.  To achieve the idea, the following problems need to be solved.
· How to make each failure-affected MS select its preferable survival AP as the fault-tolerant AP to serve it.
· How to avoid the preferable AP being an overloading AP or a faulty AP.

· How to forcefully direct each failure-affected MS to move to the coverage range of its corresponding fault-tolerant AP
The first problem is to select fault-tolerant APs based on the viewpoints of failure-affected MSs.  The advantage is that each failure-affected MS can quickly resume its wireless connectivity with the least cost.  For a failure-affected MS, if it is located within the overlapping coverage range of several APs, its preferable fault-tolerant AP is the overlapping AP with the strongest signal, as shown in Fig. 2(a).  In such case, the failure-affected MS can resume its wireless connectivity without moving its location.  Conversely, if a failure-affected MS is not located within the overlapping coverage range, it needs to move to the coverage range of one survival AP.  In such case, the failure-affected MS wants to resume its wireless connectivity with the shortest movement. Under this consideration, the APs neighboring the faulty AP are the preferable fault-tolerant AP candidates, as shown in Fig. 2(b).  The failure-affected MS will select one neighboring AP as its fault-tolerant AP.  From the above description, the selection of the fault-tolerant AP is based on the proximity consideration.  The state of the selected fault-tolerant AP is not considered.  When multiple APs fail simultaneously, the selected fault-tolerant AP may also fail.  Therefore, it is possible that a failure-affected MS selects an overloading AP or faulty AP as its fault-tolerant AP.  The second problem is to enhance the fault-tolerant AP selection with the state considerations.  As for the third problem, its concern is described as follow.  The proposed approach is relied on the cooperation of failure-affected MSs.  Each failure-affected MS must follow the given direction to move to the coverage range of its selected fault-tolerant AP.  If each failure-affected MS randomly moves without following the direction, it is possible that many failure-affected MSs move to a common hot-spot coverage range, as shown in Fig. 3.  (Usually, the hop-spot coverage range is close to the coverage range of the faulty AP since all failure-affected MSs want to move as short as possible).  In this situation, the AP corresponding to the hop-spot coverage range will incur significant performance degradation due to serving too many MSs.   The third problem is to make each failure-affected MS follow the given direction without randomly moving.
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Fig. 2. The selection of the fault-tolerant AP (a) Overlapping coverage range (b) Non-overlapping coverage range
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Fig. 3. Moving concentration to a hop-spot coverage range
3.2
 Problems to be solved
For solving the above problems, the following data structures and procedures are required to be provided in the SNMP server, AP, and MS, respectively.
· Data Structures:

SNMP Server: AP deployment map and AP location table with loading information
AP: Overloading record

MS: AP deployment map and AP location table

· Procedures:
SNMP Server: The loading inquiry routine and the fault-tolerant AP recommendation procedure

AP: The loading control procedure

MS: The fault-tolerant procedure and the map direction procedure
For efficiently tolerating the AP failure, the fault-tolerant procedure is divided into two stages.  Initially, each MS is pre-installed the procedure to perform the two stage fault tolerance.  The AP deployment map and AP location table for a public area are stored in the SNMP server of the public WLAN in advance.  Each MS downloads the map and table from the SNMP server when it first visits the public area.  In the AP location table, it stores the location information of each AP based on the order of distance magnitude.   (One pivot point in the public WLAN place is selected and the distances between the pivot point and each AP are calculated.).   With this arrangement, the fault-tolerant procedure can be executed efficiently, which will be described later.
Then, when a failure-affected MS detects the loss of the wireless connectivity, it initiates the internal first stage fault-tolerant procedure.   The procedure adds the identity of the detecting faulty AP in the faulty AP list.  The faulty AP list is used to make each failure-affected MS knows which APs are in the faulty status.  Next, a fault-tolerant AP is selected from survival APs to resume the wireless connectivity of the failure-affected MS.  To quickly resume the wireless connectivity, the fault-tolerant AP is found based on the proximity consideration (see lines of 19-44 of Fig.4.(a)) by using the faulty AP as the center to search one-hop neighboring APs.  If more than one one-hop neighboring AP exist, the failure-affected MS randomly selects one of neighboring APs.  Conversely, if there is no one-hop neighboring AP, the search range is extended to two-hop, three-hop and so on.  After finding an
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Fig. 4. Procedures for achieving fault tolerance (a) First stage fault-tolerant procedure (b) Second stage fault-tolerant procedure (c) Map direction procedure (d) Loading control procedure (e) Fault-tolerant AP recommendation procedure
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Fig. 4. (Continued)
appropriate failure-free AP as the fault-tolerant AP, the map direction procedure is executed to generate a map for directing the failure-affected MS to the coverage range of the fault-tolerant AP.  In the meantime, the failure-affected MS switches its scanning mode to the active scanning only and fixes the scanning channel to the operating channel of the fault-tolerant AP (see line 7-8 of Fig.4. (a)). Due to fixing the scanning channel, if the failure-affected MS arrives at the directed range (the coverage range of the fault-tolerant AP),  it will detect a strong signal with large SNR value.  Otherwise, the failure-affected MS will not receive any signal or detect a weak signal with small SNR value.   Based on the SNR strength of the received signal, it is easy to determine whether the failure-affected MS has arrived at the directed range.   However, there is an exception in the above scenario.  If the fault-tolerant AP also fails, the failure-affected MS cannot receive a strong signal from the AP even if it has arrived at the directed range.  The failure-affected MS must be aware of this event by itself, and then it uses the fault-tolerant AP as the new faulty AP to re-initiate the first-stage fault tolerant procedure.  Conversely, if the exceptional event does not occur, the second stage fault-tolerant procedure will be initiated.  Since the failure-affected MS has set its scanning mode to the active scanning mode (see the above description in this section), the fault-tolerant AP will receive the probe_request message from the failure-affected MS [16].  The fault-tolerant AP calls its loading control procedure to check its load status.  If its loading status is below a threshold, it can serve the failure-affected MS by replying a normal probe_response message.  Otherwise, the fault-tolerant AP is inappropriate to serve the failure-affected MS and it will recommend a new fault-tolerant AP.  The recommendation of the new fault-tolerant AP can be assisted by increasing an overloading record (two fields: recommending AP and lifetime) in each AP or by the SNMP server, which is described as follows.  When the fault-tolerant AP cannot serve a failure-affected MS due to overloading, it first checks the validity of the recommending AP field in the overloading record according on the lifetime field.
· If the information of the recommending AP field is null or expired, the overloading fault-tolerant AP asks the SNMP server to find a new fault-tolerant AP. The SNMP server has the loading information of all APs since it periodically inquires each AP to acquire its loading information.  Note that the loading inquiry is an intrinsic routine task of the SNMP server [17], not an additional task due to our approach.  Based on the loading information and the AP location table, the SNMP server initiates the fault-tolerant AP recommendation procedure to find an appropriate AP as the new fault-tolerant AP by adopting the similar method used in the first-stage fault-tolerant procedure.  The new fault-tolerant AP is close to the previous fault-tolerant AP (the overloading fault-tolerant AP) and its loading status is below the threshold.  Then, the SNMP server sends the identity of the new fault-tolerant AP to the previous fault-tolerant AP.  The pervious fault-tolerant AP records the identity information in the recommending AP field of its overloading record.  The lifetime field is set to be the interval of the loading inquiry since the status of the given new fault-tolerant AP may vary after the SNMP server next inquires the AP loading.   The lifetime field is used to maintain the valid period of the value recorded in the recommending AP field.  From the above description, the overloading record is mainly used to avoid that the overloading fault-tolerant AP needs the support of the SNMP server to find the new fault-tolerant AP information.
· If the identity recorded in the recommending AP field is valid, the new fault-tolerant AP information is directly retrieved from the filed.
After the overloading fault-tolerant AP acquires the new fault-tolerant AP information from the SNMP server or its overloading record, the information is attached on the probe_response message to be sent to the failure-affected MS.  Then, the failure-affected MS calls the map direction procedure to generate a new map for directing it to the coverage range of the new fault-tolerant AP.
4 Evaluation

This section evaluates the failure-free and fault-tolerant overheads of the proposed approach. 
4.1  Failure-free Overhead
During the failure-free period, each MS needs to download the AP deployment map and the AP location table from the SNMP server when it first visits the area of the public WLAN (Note that each MS downloads both data only once).  The cost of downloading the map and the table can be expressed as:
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where the first term 
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is the time to download the two desired data from the SNMP server to an AP, and the second term 
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 are the sizes of the AP deployment map and the AP location table.  
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 are the transmission bandwidth from the SNMP server to an AP and the transmission bandwidth from the AP to an MS, respectively.  The failure-free overhead metric 
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In addition, the SNMP server is also required to periodically inquire of each AP its load status.  This task is an intrinsic routine in the SNMP server, which is one function for managing all the APs in a public WLAN.  The routine is not additionally introduced by the proposed fault-tolerant approach.  The proposed approach only uses the support information of the routine to select qualified fault-tolerant APs.  If the execution cost of the routine is counted to the failure-free overhead of the proposed approach, the cost can be represented as 
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where the first term is the time to broadcast the loading inquiry message from SNMP server to APs, and the second term is time for transmitting the response message from the AP to SNMP server.
The execution cost of the loading inquiry routine (
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) is trivial, explained as follows.  The loading inquiry message is broadcasted to all the APs via an Ethernet network since the Ethernet network is usually used as the distributed system of a public WLAN to connect all APs and the SNMP server [1, 16].  After receiving the loading inquiry message, each AP also sends its loading status to the SNMP server via Ethernet network.  Due to the Ethernet network, the transmission bandwidth can be supported to 100Mbps or above.  In addition, the sizes of the loading inquiry and loading status messages are very small.  Therefore, 
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 is trivial.  This will be further validated by simulations in next section 6.  
4.2 Fault-tolerant Overhead

With the fault-tolerant overhead, it concerns the execution cost of the two stage fault-tolerant procedures.  The proposed approach utilizes survival APs to take over the workload of the faulty AP.  The performance affection on a survival AP is also concerned.  To analyze the cost and the performance affection, the following fives assumptions are made.  

· The MS arrival to an AP follows a Poisson distribution with the mean arrival rate 
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· The association time of an MS with an AP is not dependent on any specific distribution.  The mean association time is 
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· The maximum number of MSs associated with an AP is c.  

· The failure rate of an AP is 
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, which is the average number of failures occurring in an AP per a time period.  

· The recovery rate of an AP is 
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, which is the average number of recoveries performed by an AP per a time period.  
In addition, the following three values are required to be obtained first.
· The probability 
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 that an AP is on the overloading state at an instant of time 

· The probability 
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 that the an AP is on the faulty state at an instant of time

· The average number 
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 of moves for a failure-affected MS before associating with a qualified fault-tolerant AP.  
Based on the above first three assumptions, the behavior of MSs served by an AP can be modeled as the M/G/c/c queuing model [18].  Note that M denotes a Poisson process for the arrivals of MSs, G denotes an independent distribution for the association time (residence time), the first c represents the number of resources in an AP for arriving MSs, and the second c indicates the limit for the maximum number of MSs associated with an AP.  

According to the M/G/c/c queuing model, 
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where 
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is the probability that there are n MSs associated with an AP.  To conveniently derive 
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, the determination that an AP is on the overloading state or not is based on the number of MSs associated with the AP, not the throughput of the AP.  If the number of MS associated with the AP is greater than or equal to k, the AP is regarded to be in the overloading state.  The value of 
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 can be obtained from the throughput, as follows:
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where  
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 is the threshold of the AP throughput, and 
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 is the average throughput of an MS.  Here, if the total throughput of MSs within an AP is greater than 
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For 
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, it can be gotten based on the fourth and fifth assumptions [18], which can expressed as follow:
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where the term 
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 is the availability of AP at an instant of time 
With 
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, its value is dependent on the number of times for finding a qualified fault-tolerant AP.  In section 3.2, the first stage fault-tolerant procedure first finds one neighbor of the faulty AP to be the possible fault-tolerant AP of a failure-affected MS.  If the state of the possible fault-tolerant AP is faulty or overloading, the second stage fault-tolerant procedure will recommend another survival AP to be the possible fault-tolerant AP several times until a qualified fault-tolerant AP is assigned to the failure-affected MS.  The probability that a failure-affected MS will move i times is 
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.  The number of moves for a failure-affected MS is a geometric distribution, and its expected average value is 
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Substituting  
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(7)
Based on (7), the execution cost 
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of the fault-tolerant procedures can be obtained as:
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(8)
where 
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 is the execution time for performing the fault-tolerant procedure, which time complexity is donated by O(
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), where 
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 is the number of APs in a public WLAN.  

For the other fault-tolerant overhead metric: the performance affection, it is in terms of the affection of an MS in a survival AP.  In the proposed approach, the failure-affected MSs are directed to survival APs.  For a survival AP, its radio channel is contended by the MSs originally located within its coverage range and the failure-affected MSs newly moving to its coverage range.  In comparison with pre-failure, the performance of an MS in a survival AP is affected by some failure-affected MSs.  Since there are two radio access modes in an AP: distributed coordination function (DCF) and point coordination function (PCF), the performance affection is respectively evaluated under the two access modes.

In the DCF mode, the radio access is based on contention.  Before an AP failure, an MS in a working AP only contended the radio channel with other MSs in the same APs.  Based on the traffic model of a working AP: M/G/c/c, the average number 
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(9)

where 
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is the probability that there are n MSs in a working AP. 
Before an AP failure, the collision probability 
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 of a MS in a working AP is
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where 
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 is the probability that a MS wants to send data at an instant of time.  

After an AP failure, the failure-affected MSs in the faulty AP are directed to move to survival APs.  In the proposed approach, the overloading situation is considered.  Therefore, the maximum number 
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 of failure-affected MSs moving to a survival AP is limited as 
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In the worst case, there are 
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 failure-affected MSs moving to a survival AP.  This also means that the increasing number of MSs in a survival AP is up to 
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 of a MS in a survival AP becomes as:
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From (10) and (12), the performance affection of an MS in a survival AP under the DCF mode can be represented as 
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As for the performance affection of an MS in the PCF mode, it concerns the increase of the transmission waiting interval for a MS.  In the PCF model, the AP uses round robin to poll each MS to send its data frames.  In the worst case, if each MS has data frames to be sent, the transmission waiting interval for a MS is dependent on the number of MSs in a working AP.  After an AP failure, failure-affected MSs are directed to move to survival APs.  The number of MSs in a working AP becomes larger, and the increasing number is up to 
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where 
[image: image78.wmf]t

 is the average transmission time of one data frame between an MS and an AP. In the PCF mode, an MS can transmit or receive one data frame when it is polled by the AP.
5 Comparison
This section makes the comparisons between the proposed approach and the previous approaches, as shown in Table 1, in terms of the hardware support, fault-tolerant capability, failure-free overhead, and fault-tolerant overhead.  The previous approaches are divided into access-point replication, overlapping coverage, and link multiplexing (see section 2.3) to compare with the proposed approach.  
· Hardware support: In the access-point replication approach, each working AP
Table. 1. Comparisons between the previous approaches and the proposed approach
	Comparing

Metrics
	Access-point replication
	Overlapping coverage
	Link multiplexing
	Proposed approach

	Hardware

support
	Yes
	No
	Yes
	No

	
	Redundant AP
	
	Multiple wireless network cards
	

	Fault-tolerant
capability
	Dependent on the equipped redundant AP
	Dependent on the overlapping APs
	Dependent on the overlapping APs
	Dependent on the working APs in the system

	Failure-free
overhead
	Monitor the status of the primary AP
	No
	Multiplex and demultiplex packets 
	Download map and inquire loading

	Failure-tolerant
overhead
	1) Activate the redundant AP

2) Associate with the redundant AP
	1) Associate with a working AP

2) Degrade the performance of existing working APs
	Reduce one communication path
	1) Execute the proposed fault-tolerant process

2) Degrade the performance of existing working APs, but not overloading


is equipped one redundant AP as its backup AP.  In the link multiplexing approach, each MS uses multiple wireless network cards to maintain communication paths to multiple APs.  For the overlapping coverage approach and proposed approach, they do not require additional hardware mechanisms.  Although the proposed approach uses the SNMP server, it is basic equipment for a public WLAN.  
· Fault-tolerant capability: For the access-point replication approach, if there is also a failure in the redundant AP, the access-point replication approach is not workable.  For the overlapping coverage and link multiplexing approaches, their fault-tolerant capabilities are based on the existence of a suitable overlapping AP.  The fault-tolerant idea in the two approaches is to make one or more overlapping APs take over the workload of the faulty AP.  However, as mentioned in [1, 2], the overlapping coverage approach cannot ensure that overlapping coverage is available in every place of a public WLAN.  If an MS is not located in an overlapping coverage range and its serving AP fails, the overlapping coverage approach cannot assist the MS to connect another AP.  To conquer this problem, the link multiplexing based approach can provide overlapping coverage everywhere by making each MS have multiple wireless network cards [2].  However, if the overlapping APs of the faulty AP all fail or their state are overloading, the link multiplexing approach cannot handle such failure situation.  As for the proposed approach, if an AP fails, the proposed approach can direct the failure-affected MSs to survival APs based on the proximity and loading considerations (see section 3).  The proposed approach can allow multiple working APs to fail simultaneously as long as there is at least one low loading AP in a public WLAN.  In theory, if there are 
[image: image79.wmf]n

 working APs in a public WLAN, the proposed approach can tolerate up to 
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 faulty APs.    

· Failure-free overhead: For the access-point replication approach, each equipped redundant AP needs to periodically monitor the state of its corresponding primary AP.  If a failure occurs in the primary AP, the equipped redundant AP is activated to take over the workload of the primary AP.  For the overlapping coverage approach, it does not take any actions against a failure during the normal time (the failure-free period).  For the link multiplexing approach, multiple communication paths are provided for an MS to make it immune from the failure affection. To efficiently use the multiple communication paths, packets to/from an MS are multiplexed over the communication paths.  Compared to other fault-tolerant approaches, the packet transmissions in the link multiplexing approach incur the additional delay for packet multiplexing and demultiplexing.  As for the proposed approach, its failure-free overhead is determined on the operation of downloading a map and a location table to an MS and the operation of inquiring AP loading from a SNMP server (see section 4.1).  The two operations include few simple instructions and their costs seem to be trivial, which will be verified in section 6.
· Failure-tolerant overhead: For the access-point replication approach, if an AP fails, its equipped redundant AP is activated and all the failure-affected MSs are re-associated with the redundant AP. For the overlapping coverage approach, the failure-affected MS actively detects the AP failure.  Once detecting an AP failure, the failure-affected MS select one AP from its AP list as its new serving AP (Note that the AP list of an MS records the APs which signals can reach to the MS).  For the link multiplexing approach, if an AP fails, the failure-affected MS does not care this failure event since its connectivity is still sustained by the remaining already-established communication paths.   The failure affection on the failure-affected MS is that one of communication paths cannot be used to transmit packets.  For the proposed approach, two stage fault-tolerant procedures are executed to make each failure-affected MS move to a survival AP.   Compared to previous approaches, the proposed approach may take more fault-tolerant overhead.  However, the fault-tolerant overhead is still small, which will be validated in next section.
6 Simulation
From Table 1, we can obviously see that the proposed approach has the best fault-tolerant capability.  The fault-tolerant capability is with the software support, not the hardware support.  The numerical analysis has been given in section 4 to quantity the overheads of the software support in the failure-free and failure periods.  For validating the numerical analysis, simulations are performed by extending the given wireless LAN module of the Network Simulator version 2 (NS-2) [19].  In the simulations, the used public WLAN model extends the simulation model of [20], as shown in Fig. 5.  There are 25 APs and 10 application servers in the public WLAN.   A 100Mbps Ethernet is set among 25 APs and 10 application servers.  The wireless bandwidth between an AP and an MS is set to 11 Mbps.  The MSs arriving at an AP follows a Poisson distribution.  The association time of an MS with an AP is random.  The ratio of MS arrival rate over the MS association rate (the MS intensity) is controlled to be 10, 30, 60, and 90.   The maximum number of MSs associated with
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Fig. 5. The public WLAN model used for simulations
an AP is set to 100.  If the number of MSs associated with an AP is over 90, the AP is regarded in the overloading state.  Each MS in an AP randomly issues a service request to an application server, and the service time is also random.  For the failure rate and recovery rate of an AP, the ratio between them is set to 0.0033, which refers to [1].  As for the AP deployment map and the AP location table of the public LAN, their sizes are set to 32KB and 4KB, respectively.  
Based on simulations, the above mentioned two failure-free overhead metrics in section 4.1 are trivial.  The average time for an MS to download the AP deployment map and AP location information is 1.17 second.  With the time for the SNMP server to inquire the AP loading, it is far small, which is only 0.027 second.
With the two fault-tolerant metrics in section 4.2, their simulation results and analytical results are illustrated in Fig. 6 and Fig. 7.  The illustrated simulation result of each fault-tolerant overhead metric is derived from the average result of 500 simulation runs.  Fig. 6 shows that the simulation results match closely the analytical results from equation (8).  From Fig. 6, we can also see that if the number of AP failures is less than 8, the time for executing the two stage fault-tolerant process (the execution cost) does not obviously increase as the number of AP failures increase.  The execution cost has a large increase only when the number of AP failures is 8 and the MS intensity (
[image: image82.wmf])

r

a

m

l

is 90.  In this case, each failure-affected MS needs to move more times to find its fault-tolerant AP.  In addition, in Fig. 6, it also shows that the
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(c)
(d)

Fig. 6. The time for executing the proposed fault-tolerant process (a) Number of simultaneous AP failures = 1 (b) Number of simultaneous AP failures = 2 (c) Number of simultaneous AP failures = 4 (d) Number of simultaneous AP failures = 8
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Fig. 7. Performance affection on a survival AP (a) DCF mode (b) PCF mode
execution cost is almost invariant except 
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, the average number of MSs associated with an AP is far below the overloading threshold.  If an AP fails, each survival AP has available resources to serve some failure-affected MSs.  By simulations, each failure-affected MS can find its qualified fault-tolerant AP without moving more than 2 times.  The average moving times is 1.14.  On each moving, the execution cost is around 84 
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, the average execution cost is 96 
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, there are already many MSs associated with an AP and the average number is 88.  In such case, if an AP fails, each failure-affected MS may need to move more than 2 times to find a non-overloading AP as its fault-tolerant AP.  The average moving times is 2.4.  Although the moving times is 2 fold of that of  
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, the execution cost is still very small, which is only 202 
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Fig. 7 illustrates the simulation results and analytics result of the other failure-tolerant metric.  Both results are also very close. Note that the performance affection in Fig. 7 is independent of the number of AP failures.  Regardless of how many AP fail simultaneously, there is an overloading threshold in each survival AP to limit the number of failure-affected MSs served by it.   As shown in Fig. 7, the performance affection on a survival AP decreases as 
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 increases.  The reason is explained as follows.  When 
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 is not large, the average number of MSs associated with an AP is below the overloading threshold.  If an AP fails, each survival AP can associate some failure-affected MSs to serve them.  When 
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 becomes larger, the available resources in each AP become few.  Compared to smaller 
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, if an AP fails, each survival AP can serve fewer failure-affected MSs.  From the aspect of the number of MSs associated before a failure and that after a failure, smaller 
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 has a bigger difference on the two numbers than larger 
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.  The bigger difference also means that there is a larger increase in the contention probability and in the transmission waiting interval. Without regard to adopting the DCF or PCF as the radio access mechanism, the performance affection at smaller 
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 is larger than that at larger 
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.  Especially, when 
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, the performance affection is almost close to 0. Before an AP failure, each AP has already served a large number of MSs.  After an AP fails, the number of failure-affected MSs being able to serve by a survival AP is very small.  By simulations, the average number is 2, which introduces a very little affection on the performance of a survival AP.  In the DCF mode, the increase in the contention probability is 0.05%.  As to the PCF mode, the increase in the transmission waiting interval is 0.004 second.
7 Conclusion
This paper has presented an efficient approach to tolerating the failures of APs in a public WLAN.  When one or more AP failures are detected, the proposed approach utilizes the survival APs to dynamically constitute a failure-tolerant AP set.  Then, the failure-affected MSs are distributed to be served by the APs in the fault-tolerant AP set.  To reduce the fault-tolerant overhead, the distribution of fault-affected MSs is based on the proximity consideration.  Each failure-affected MS is served by its most neighboring survivable AP.  In addition, the proposed approach also considers the overloading situation, which can avoid significant performance affection on a survival AP due to serving too many failure-affected MSs.  Compared to the previous approaches, the proposed approach has the following advantages:
· Not requiring hardware support.

· Avoiding overloading situation. 

· Having the best fault-tolerant capability
However, the proposed approach needs to execute a more complicated fault-tolerant process.  With the failure-free and fault-tolerant overheads, the numerical analysis and simulation experiments have been performed to quantify both overloads.  The results show that both overheads are small.  
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Fault-tolerant AP recommendation procedure


	found_APs(� EMBED Equation.3  ���


	entry ( find the entry number of the fault_tolerant AP in the AP location table


	up_entry(entry-1; down_entry(entry+1


	While (up_entry � EMBED Equation.3  ��� 1)


			If (the load status of the � EMBED Equation.3  ��� � EMBED Equation.3  ��� threshold  AND � EMBED Equation.3  ��� is not in faulty_AP list)


				found_APs(� EMBED Equation.3  ���


				Exit While


			End


			up_entry(up_entry-1


	End While


	While (down_entry � EMBED Equation.3  ��� The number of entries in the AP location table)


			If (the load status of the � EMBED Equation.3  ��� � EMBED Equation.3  ��� threshold  AND � EMBED Equation.3  ��� is not in faulty_AP list)


				found_APs(found_APs � EMBED Equation.3  ��� � EMBED Equation.3  ���


				Exit While


			End


			down_entry(down_entry+1


	End While


	IF (found_APs is not � EMBED Equation.3  ���)


	Among found_APs, select an AP which distance from the� EMBED Equation.3  ��� is the minimum, as the new fault_tolerant AP


			Return the selected new fault_tolerant AP


	Else


			Return Null


	End





Loading control procedure


	If (the load status of the fault_tolerant AP ≤ threshold)


			Send the normal Probe Response message to the failure-affected MS.


	Else  /* Fault_Tolerant AP is overloading*/


			If (the AP recommendation information recorded in the overload record is invalid)


				Ask the SNMP server to find a new Fault_Tolerant AP


				new_FT_AP ( the identity of the found Fault_Tolerant AP


				Update the overload record with the new_FT_AP and reset the lifetime of the overload record


			Else


				new_FT_AP ( the value of the recommending-AP field in the overload record


			End


			Send an extended Probe_Response message attached with new_FT_AP to the failure-affected MS


	End





Map direction procedure


	Pop-up the AP deployment map


  scale ( the coordinate scale in the AP deployment map


	� EMBED Equation.3  ��� ( the coordinate of the current faulty AP in the AP location table � EMBED Equation.3  ��� scale


	� EMBED Equation.3  ��� ( the coordinate of the fault_tolerant AP in the AP location table � EMBED Equation.3  ��� scale


	Draw an arrow line in the AP deployment map based on the given � EMBED Equation.3  ��� and � EMBED Equation.3  ���





Second stage fault-tolerant procedure


	When (the Probe Response message is received from the fault-tolerant AP)


			If (the Probe Response message includes the new fault-tolerant AP information)


				change the scanning channel to the operating channel of the new fault-tolerant AP


				call the map direction procedure


			Else


				perform the authentication and association to connect with the fault_tolerant AP


			End


		End

















First stage fault-tolerant procedure


	Add the identity of the faulty AP to Faulty_AP list


	If (the failure-affected MS has received the beacon signal from other APs) 


/* The failure-affected MS is now located within the overlapping area of several APs*/


			fault_tolerant AP(The AP with the strongest beacon signal sent to the failure-affected MS


	Else


			fault_tolerant AP(Call the routine of Find_fault-tolerant_AP


			If (fault_tolerant AP is not null)


				Switch the scanning mode to the active scanning


				Change the scanning channel to the operating channel of the fault-tolerant AP


				Execute the map direction procedure


			Else


				Pop up message “No available APs in the public area”


			End


	End


	Routine Find_fault-tolerant_AP


			neighbor_APs(� EMBED Equation.3  ���


			hop_dist( one hop distance


			entry ( find the entry number of the faulty AP in the AP location table


			up_entry(entry-1; down_entry(entry+1


			Repeat  


				While (up_entry � EMBED Equation.3  ��� 1)  


					If (The distance between � EMBED Equation.3  ��� and � EMBED Equation.3  ���) � EMBED Equation.3  ��� hop_dist)  


						If (� EMBED Equation.3  ��� is not in faulty_AP list)


							neighbor_APs( neighbor_APs � EMBED Equation.3  ��� � EMBED Equation.3  ���


 						End


						up_entry(up_entry-1


					Else  


						Exit While


					End


				End While		


				While (down_entry � EMBED Equation.3  ��� The number of entries in the AP location table) 


					If (The distance between � EMBED Equation.3  ��� and � EMBED Equation.3  ���) � EMBED Equation.3  ��� hop_dist) 


						If (� EMBED Equation.3  ��� is not in faulty_AP list)


							neighbor_APs( neighbor_APs � EMBED Equation.3  ��� � EMBED Equation.3  ���


						End


						down_entry(down_entry+1


					Else  


						Exit While  


					End


				End While		


				IF (neighbor_APs is not empty)


					Exit Repeat


				Else


					hop_dist(hop_dist+one hop distance  /*extend the search range to two hops, three hops, or more*/


				End


			Until (All the APs in the AP location table have been searched) 


			If (neighbor_APs is not � EMBED Equation.3  ���) 


		Use the AID of the failure-affected MS to randomly select an AP from neighbor_APs as the fault-tolerant AP


		Return the selected fault-tolerant AP


			Else


		Return Null


			End


	End
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