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Integrating SIP and IEEE 802.11e to Support
Handoff and Multi-grade QoS for VolIP Applications

Student: Ling Lee Advisors: Prof. Yu-Chee Tseng

Institute of Computer Science and Engineering
College of Computer Science

National Chiao-Tung University
ABSTRACT

With the increasing popularity of wireless networks and the growing demand for VolP
services, there is a need to guarantee QoS for VolIP calls while supporting as many calls
as possible. This paper considers'the handoff and QoS issues of VoIP calls under IEEE
802.11e WLANs. Assuming that VoIP ¢alls can be supported by multiple levels of QoS,
we show how to conduct call admission control and: handoff by integrating SIP and QoS
mechanisms of IEEE 802.11e. The proposed séheme is designed to dynamically adjust the
resource distribution among existing calls according to the network condition. Multi-level
QoS is achieved by adjusting codecs and packetization intervals of calls. The result shows
better utilization of bandwidth, decreased blocking rate for new calls, and less dropping
rate for handoff calls. In addition, we also show how to achieve early resumption of
resources as calls leave a QAP. Both analytical and simulation results are presented to

evaluate the performance of the proposed schemes.

Keywords: IEEE 802.11e, quality of service (QoS), call admission control (CAC), voice

over IP (VoIP), handoff, wireless network, Session Initiation Protocol (SIP).
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Chapter 1

Introduction

As wireless networks become more mature, a lot of research efforts have been dedicated to
wireless Voice over IP ( VoIP) techniques. In particular, VoIP over WLAN is believed to be
one of the most important Internet applications to offer a viable alternative to traditional
phone services. Before this happens, the critical QoS (Quality of Service) issues on WLAN
have to be addressed. The IEEE 802.11 Task:Group E (802.11¢) [1] has been formed to
expand the current 802.11 MAC:protogol tosupport applications with QoS requirements.
However, neither call admission centrol not-resource management algorithm is specified
for VoIP applications.

In addition, user mobility is another-important issue for wireless VoIP over WLAN
services. Due to WLAN’s limited coverage, handoff between APs is sometimes inevitable.
Failure to reserve sufficient bandwidths for handoff calls may force them being dropped.
Dropping ongoing calls has a very negative impact from users’ perspective. While resource
reservation for handoff calls is necessary, maintaining fairness among handoff calls and
existing calls within a WLAN is also important. All these issues are new challenges to
WLAN.

In recent years, there has been increasing interest in supporting QoS for multimedia
applications. Reference [2] proposes a cross-layer protocol to facilitate VoIP traffics over
IEEE 802.11e WLANS. It shows how to increase the number of VoIP sessions that can be
supported under a QAP with compromising QoS and how to improve the MAC mechanism
of IEEE 802.11e to facilitate the transmission of VoIP traffics. However, it only addresses
the call establishment issue; the handoff issue is not discussed.

The number of concurrent VoIP sessions that can be supported in a WLAN is evaluated
in [3]. It is reported that besides the bandwidth limitation of the physical layer, the codec,
packetization interval (PI), and delay budget may influence the number of VoIP sessions

that can be supported. It is further shown that PI has more impact than other factors.



Currently, there is no systematical method for changing PIs and codecs of VoIP calls to
improve the overall capacity of a WLAN.

Typical multimedia applications can tolerate some degree of temporary bandwidth
fluctuation with little or no perceived degradation in quality by using rate-adaptive codec
or hierarchical encoding. Based on this characteristic, several resource management algo-
rithms have been proposed. Reference [4] proposes an adaptive framework for provision-
ing QoS in multimedia wireless cellular networks by combining call admission control and
bandwidth adaption under a QoS-Adaptive Multimedia Service (QoS-AMS) framework.
The objective is to reduce new call blocking and handoff call dropping probabilities. Ref-
erence [5] also proposes an adaptive bandwidth allocation mechanism with degradable
QoS. To increase bandwidth utilization, the system can free some bandwidth for new
users by lowering the QoS levels of existing users. Nevertheless, these works do not give
the details to achieve bandwidth adjustment.

This paper focuses on the QoS and call admission control mechanisms for handoff
calls over IEEE 802.11e WLANs. We.address this issue especially for VoIP applications.
When handoff calls are acceptedsto a QAP. they may increase the competition among
QSTAs and thus reduce the bandwidth shares of existing calls. Since VoIP calls can be
supported by different codecs and Pls, we propose-mechanisms for IEEE 802.11e QAPs
to degrade the QoS levels (reflected by-their=codecs and PIs) of some existing calls as
resources are too stringent. Normally, the choiceof Pls is more sensitive than the choice
of codecs. So enlarging the PI of a call’has more impact on saving bandwidth, but at the
cost of increased end-to-end latency for voice packets. (Note that the payloads seen by
applications will not be affected by PIs.) The ITU-T recommends of a bound of 150 ms
for one-way end-to-end delay [6]. This bound will be followed in our design. Accordingly,
we also propose resource degrade and upgrade algorithms as calls enter and leave a QAP,
respectively. In particular, the resource upgrade algorithm is to support early resource
resumption as some calls terminate or handover out of a QAP.

The rest of this paper is organized as follows. Some preliminaries are given in Chapter
2. The proposed QoS handoff mechanisms are introduced in Chapter 3. Chapter 4 and 5
present our analysis and simulation results, respectively. Finally, conclusions are drawn
in Chapter 6.



Chapter 2

Preliminaries

2.1 IEEE 802.11e MAC Protocol

The IEEE 802.11e Working Group is currently defining a supplement to the existing legacy
802.11 MAC sublayer to support QoS. It introduces a new HCF (Hybrid Coordination
Function), which includes two accegsanechanisins, EDCA (Enhanced Distributed Channel
Access) and HCCA (HCF Controlled Chanmel.Access), corresponding to the existing DCF
and PCF, respectively, in 802.11. Two new features, AC' (Access Category) and TXOP
(Transmission Opportunity), are introduced in HCE. A TXOP is a bounded time interval
during which a QSTA (Quality-ef Service-Station) can hold the medium and transmit
multiple frames consecutively with :SIES spacing. A station can obtain a TXOP by either

contention or scheduled access assigned by polling messages.

EDCA of IEEE 802.11e

To differentiate services, the eight user priorities in 802.1D are mapped to four IEEE
802.11e ACs. Each AC has its own transmit queue with an independent EDCA function
to contend the medium. These four ACs are background (AC_BK), best effort (AC_BE),
video (AC_VI), and voice (AC_VO), and are prioritized by different AIFS and contention
window sizes. If a collision occurs among ACs within a QSTA, the highest priority AC
wins the contention and the other AC(s) will backoff. The EDCA_Parameter_Set infor-
mation elements (Fig. 2.1), which are sent in beacon frames, specify the parameters of
ACs.

Admission Control in EDCA
IEEE 802.11e allows a QSTA to request to add a new traffic stream by sending an
ADDTS Request to its QAP. The information carried in an ADDTS Request includes the



Octets: 1 1 1 1 4 4 4 4

AC BK A 1 A
Element ID | Length | QoS AC_BE . Vv c_vo
12 18 Inf Reserved | Parameters | Parameters | Parameters | Parameter
12 (s nio Record Record Record Record
Octets: 1 1 2
ECWmin/| TXOP
ACI/ ATFSN ECWmax| Limit
Bits: 1 2 1 Bits: 4 4
AIFSN | ACM | ACI| Reserved ECWmin | ECWmax

Figure 2.1: Structure of the IEEE 802.11e EDCA_Parameter_Set information element.

Octets: 1 1 3 2 2 4 4 4 4
ElementID | Length TS Nominal o Mlmn}um mum Inactivity | Suspension
(13) (55) Inf MSDU MSDU Service Service Interval Interval
0 Size Size Interval Interval
4 4 4 4 4 4 4 2 2
Service ini
Start Minimum Mean Peak Maximum | Delay Nh}r)u}lInYum B::;l‘;lil:lsth Medium
Ti Data Rate | Data Rate | Data Rate | BurstSize | Bound Time
ime Rate Allowance

Figure 2.2: Structure of the TSPEC information element.

direction of the stream and a TSPEC (Traffic Specification) information element (Fig.
2.2). Admission control is conducted by the QAP by calculating the needed MT (Medium
Time) as opposed to its remaining MT. Then, an ADDTS Response can be replied.

2.2 SIP and SDP

SIP (Session Initiation Protocol) is a protocol for establishing an IP multimedia session.
It’s an application-layer control protocol to setup, modify, and terminate multimedia
sessions. While SIP is not used to transport media traffic, it often chooses RTP (Real-
time Transport Protocol) as its transportation protocol and uses SDP (Session Description
Protocol) [7] to specify its session characteristics. Fig. 2.3 shows an example of call setup
and tear-down in SIP. When a caller wants to make a VoIP call with a callee, it sends an
INVITE including the codecs that the caller supports in a SDP message body. Fig. 2.4(a)
shows an example, where G.726 (format 2), and G.723 (format 4) are the offered codecs,

with 4400 as its receiving port. If the callee decides to accept the request, it replies a



George@station1.nctu.edu.tw

Mary@station2.nctu.edu.tw

HEE HEE
EEE EEE
Caller Callee
INVITE R
P Ringing
p OK
ACK

Communication

v

F

BYE

OK

A

Figure 2.3: An example of SIP call setup and tear-down.

Ringing and an OK signal with thessélected codec. In Fig. 2.4(b), the selected codec is
(G.723, and the receiving port is.888. Ifstherport number is 0, it means a rejection.



INVITE sip: Mary @station2.nctu.edu.tw SIP/2.0

From: Caller <sip: George @station1.nctu.edu.tw>; tag=abc123
To: Callee <sip: Mary @station2.nctu.edu.tw >

CSeq: 1 INVITE

Content-Type: application/sdp

Content-Disposition: session

v=0

o= George 123 001 IN IP4 station1.nctu.edu.tw
s=

c=IN IP4 stationl.nctu.edu.tw

t=00

m=audio 4400 RTP/AVP 2 4

a=rtpmap 2 G726-32/8000

a=rtpmap 4 G723/8000

(a)

SIP/2.0 200 OK

From: Caller <sip: George @station]l.nctu.edu.tw>; tag=abc123
To: Callee <sip: Mary @station2.nctu.edu.tw >

CSeq: 1 INVITE

Content-Type: application/sdp

Content-Disposition: session

v=0

o= callee 456 001 IN IP4 station2.nctu.edu.tw
s=

c=IN IP4 station2.nctu.edu.tw

t=00

m=audio 888 RTP/AVP 4

a=rtpmap 4 G723/8000

(b)

Figure 2.4: An example of SIP with SDP message bodies: (a) INVITE siganl and (b) OK
signal.



Chapter 3

The Proposed QoS Mechanisms

We consider an [EEE 802.11e wireless network operating in the infrastructure mode to
support VoIP applications. Although IEEE 802.11e supports QoS, the resource reserva-
tion and handoff handling issues for particular applications are left open to designers. In
this work, we consider using SIP signaling to support VoIP over IEEE 802.11e networks.

We propose two mechanisms tossolve the handover problem. The first one is a Call
Admission Control (CAC) algorithm, whith i§ performed whenever a new call or a handoff
call arrives at a QAP. The CAC algorithm accepts, or rejects an arriving call according
to the amount of available resources versus the QoS requirements of the call. The second
mechanism is a Resource Adjustment:(RA) algorithm, whose purpose is to dynamically
change bandwidth allocation among on-going¢calls in a QAP for better resource utilization
and fairness. This is feasible because multimedia services can typically operate under
different bandwidths.

In order to dynamically adjust resource allocation, we assume that VolIP calls can be
supported by multiple levels of QoS. Each QoS level corresponds to a voice codec and a
packetization interval (PI), where PI is the period that voice data is encapsulated into
packets for transmission. For most current systems, the default PI is 20 ms. Larger Pls
would introduce less header overhead, but may suffer from higher delays and are more
sensitive to packet loss. Given a PI and a data generation rate of A, the amount of data
to be transmitted per Pl is (A x PI + h), where h is the header overhead. Therefore, the
bandwidth required per time unit is (Ax PI+h)/PI = A+h/PI. Clearly, a larger PI will
incur less traffic. For example, if we use G.726 at rate 32 kbps, with a header size of 74
bytes and a PI of 10 ms, the required bandwidth is 32 kbps+74 bytes/10 ms=91.2 kbps.
However, with a PI of 20 ms, the required bandwidth reduces to 32 kbps+74 bytes/20
ms=61.6 kbps.

Suppose that for each codec there are k QoS levels and each QoS level corresponds



to a PI. Note when a call changes from a PI to another PI’, the difference of resource
usage is (A — h/PI') — (A — h/PI) = h(1/PI' — 1/PI). This value is only dependent
of PI and PI’, but is independent of A (and thus independent of which codec is used).
Therefore, the system state of a QAP can be denoted as 5§ = (sq, S, S3, ..., Sk), where s;
is the number of calls served at the ith level (these calls may use different codecs). The

following terminologies will be used in our CAC and RA algorithms.

e B, the total bandwidth of a QAP.

Byp,: the threshold of occupied bandwidth (below which new calls can be accepted).

Biree: the current free bandwidth of the QAP.

Bieg: the maximum available free bandwidth of the QAP after degrading all existing
calls to the lowest QoS level.

Plcs: the default PI for all new calls.

Waioe: the bandwidth allo¢ated torthetequest call.

3.1 The Call Admission Control Algorithm

The CAC algorithm is to determine swhether.a'new call or a handoff call can be accepted
depending on the available bandwidth in the network. Fig. 3.1 shows the proposed CAC
procedure. The caller under QAP1 first establishes a VoIP call with the callee by a SIP
INVITE signal containing necessary codec and PI information. QAP1, on receiving this
INVITE signal, will estimate its current available resource and possibly filter out some
codecs that it cannot support due to bandwidth constraints (refer to box A in Fig. 3.1).
If the callee can successfully choose a codec, QAP1 will reserve sufficient resources for
the call (refer to boxes C, D and, E in Fig. 3.1). Then, the voice communication can
be started. When the caller is moving away from QAP1, due to degraded signal qual-
ity, the caller will actively look for the next serving QAP by sending IEEE 802.11 Probe
Requests. When a QAP receives a Probe Request, it will estimate whether it has enough
available bandwidth and reply a proper IEEE 802.11 Probe Response (refer to box A in
Fig. 3.1). The caller will collect all Probe Responses and select a new QAP (refer to box
B in Fig. 3.1). Suppose that the caller selects QAP3. It will send QAP3 an IEEE 802.11
Re-Association Request to trigger QAP3 to execute resource reservation (refer to box C
in Fig. 3.1). In the meanwhile, QAP3 and QAP1 will exchange the caller’s context by
Inter Access Point Protocol (IAPP [8]). Via IAPP, QAP1 is informed of the departure



of the caller and may execute the RA algorithm. Finally, the caller will exchange IEEE
802.11e ADDTS Request and Response with QAP3 (refer to boxes D and E in Fig. 3.1)
to actually reserve the bandwidth. If these steps go through successfully, the caller and
the callee can resume their voice communication. In the following, we will explain the
detail actions to be taken in boxes A, B, C, D, and E.

A. Resource Estimation at the QAP

When a new call or a handoff call arrives at a QAP, the QAP will evaluate its available
resource and the required resource of the call. In the new call event, the INVITE signal
from the caller will carry all codec and PI information to the callee. In the handoff call
event, we propose that the caller utilizes its Probe Requests to convey the codec and
PI information with two new IEEE 802.11 information elements: codec and PI. Fig.
3.2 shows the proposed orders of the information elements in Probe Request and Probe
Response.

With these information, the QAP. can estimate if it has sufficient resource to serve
this call. To compute the required resource, wepropose that each QAP keeps a Packet
Size Table (PST) as in Table 3.1. For-example, using G.726 with a sampling rate of
32 kbps and PI=20 ms, each packet is of size 154-bytes (80 bytes of voice payload, 40
bytes of IPv4/UDP/RTP /error-checking-overhead, and 34 bytes of MAC/error-checking
overhead). Therefore, given a call’gcodec, PI, and'current physical rate r, we can compute
the required Medium Time (MT):

MT (codec, PI,r) = (total_ time needed_per_BI)
= (time_to_send_one_packet) x (BI/PI)
X (surplus_bandwidth_allowance)
= {[(Hrrp + Hypp + Hip + Hyac) + L(c)]/r
+(DIFS + averageCW + PHY _header) + (SIFS + ACK)}
X (BI/PI) x (surplus_bandwidth_allowance), (3.1)

where L(c) is the payload of codec ¢ per packet, averageCW is the average contention
window size seen by the QAP, and Hgrrp, Hypp, Hrp, and Hysac are header sizes of RTP,
UDP, IP, and MAC packets, respectively. The basic operation of 802.11e is shown in Fig.
3.3. Note that assuming 802.11b, the ACK and the PHY header must be transmitted at 1
Mbps. For an overview, relevant parameters of 802.11e EDCA are listed in Table 3.2. The

surplus_bandwidth_allowance is to take the extra medium access overhead (contention,



ller AP1 AP AP4
Calle Q| QAP3 Q Internet Callee
INVITE
—P A INVITE Q
| < Ringing
) Ringing OK
) OK C <
D ADDTS Request
QP L Responsel g
ACK
> ACK >
— — — — — — MG e . — =
Probe Refjuest > A
Probe Request > A
< Probe Redponse
B
< Probe Redponse
< Authentication >
Re-Associalion Request > C
. Security Block
< P
IAPP Move-N 0tif¥
APP Move-Responke
< Re-Association Response
ADDTS Request
D 2 E

—ADDTS Response

<4

Figure 3.1: The proposed message flows of the CAC procedure in IEEE 802.11e networks.
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Order Information Elements
1 SSID
2 Supported Rates
8 Codec
9 Packetization Interval

(a)

Order Information Elements
1 Timestamp
2 Beacon Interval
3 Capability Information

23 QBSS Load

24 EDCA Parameter Set
26 Codec
27 Packetization Interval

(b)

Figure 3.2: The orders of information elements in (a) Probe Request and (b) Probe
Response.
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Packetization Interval (ms)

Codec  Data Rate (kbps)

5 10 20 30 40

G.711 64 113 154 234 314 394

G.726 16 84 94 114 134 154

32 94 114 154 194 234

G.728 16 84 94 114 134 154
G.723.1 5.3 94
6.3 98

Table 3.1: The Packet Size Table, which contains the packet sizes (in bytes) when different
codecs and packetization intervals are used.
Next Frame

Channel Busy DATA
Backoff Backoff

DIFS PHY |MAC| PAYLOAD DIFS oo o

Sender

v

Receiver

SIFS

Figure 3.3: Basic operations of 802.11e EDCF.

collision, etc.) into account; in thiswork, we asstmne its value to be 1.1. For example, when
Bl is 1 sec and min_PHY _rate is 11 Mbps, if we use G.726 with rate of 32 kbps and PI of 20
msec, then MT = [154/11(bytes/Mbps)+ (50+704192) + (10+248)] x (1000/20) x 1.1 =
37.51 ms.

Each QAP will keep its maximum available free bandwidth Bg.,, which is equal to
Biree plus the releasable resource after moving all existing calls to the lowest QoS level.
That is, Bueg = Bfree + Ef:_ll h(1/PI; — 1/PIy). If a codec’s required MT is larger than

RTP + UDP + IP header 40 bytes
MAC header for DATA 34 bytes

PHY header 192 psec
ACK 248 psec
DIFS 50 psec
SIF'S 10 psec
Slot Time 20 psec
CWmin(for voice) 7
CWmax(for voice) 15

Table 3.2: Parameters of IEEE 802.11e EDCA.

12



the QAP’s By, the QAP will drop the INVITE or the Probe Request silently or reply
a SIP response to the caller with a status code of 480, which means “temporarily not

available”.

B. QAP Selection at the Caller

After scanning all channels, the caller will choose a target QAP based on various criteria,
such as signal strength, codec, PI, etc. For example, we may prefer a lighter loaded QAP.
Alternatively, we may choose the one with better signal quality. This is outside the scope

of this work.

C. Resource Reservation at QAP

First, we will determine the codec ¢, PI p, and physical rate r to be used by the call.
The value of r can be measured from signal quality. In the new call event, the OK signal
will contain the value of ¢, and we will assume p = Plgs. In the handoff event, the
Re-association Request will contain thejeurzent ¢ and p used by the caller. Then the QAP

will decide to accept or reject the-eall based on the following rules:

e If this is a handoff call, 4t will be accepted if the requested MT is no more than

Beg; otherwise, the call is rejected.
e [f this is a new call, there are two cases:

— If MT(c,PlLyaz,7) < Baeg and Bgey > (Biota — Bi), the call is accepted
directly.

— If MT(c, Plnay,7) < Baeg but Baey < (Biotar — Bun), the call is accepted with
a probability P,.

Note that the selection of P, can be based on the DCRS (Dynamic Channel Reservation
Scheme) proposed in [9]. In this work, we will only consider adjusting PI for handoff calls,
although adjusting codec is also possible.

If the call cannot be accepted, the QAP will drop the OK silently (for new call) or
reply the Re-Association Response to the caller with a status code of 37, which means
“The request has been declined.” (for handoff call). If the call can be accepted, we will
check if MT'(¢,p,7) < Bjree. If so, the selected codec and PI will be relayed to the caller
via an OK (for new call) or a Re-association Response (for handoff call). Otherwise, the
current available resource is not able to support the request and we will call function

degrade(c,p,r) in Fig. 3.4. The function will repeatedly select an existing call to reduce

13



degrade(c, p, T)

1: t.Pl=p;

2: while (not all calls are served by PI,,,,) do

3:  let X be the call with the smallest PI in the system;
in case of tie, the one with the lowest physical rate is selected;
change X'’s PI to next(X.PI);
Btree = Bfree + MT(X.codec, X.PI, X.rate)
—MT(X.codec,next(X.PI), X.rate);
6:  if (Bfree > MT(c,t_PI,7)) then
7: return(t_PI);
8
9

else if (there is no call with PI smaller than or equal to t_PI) then
t_PI = next(t_PI),
10:  end if;
11: end while;
12: return(Pl ez );

Figure 3.4: The bandwidth degrade algorithm.

its QoS level. The call with the best«QoS levelwill be degraded first. If there are multiple
candidates, the one with the lowest, physicaltate'will be degraded first. Function nezt()
will return the next QoS level. ~This is repeated until sufficient resources are released.
Fig. 3.5 shows an example.ZSuppese-that there are k = 4 QoS levels, and the current
system state is (3,2,0,2). Also suppose.thatthe required resources for these QoS levels are
(8,7.5,7,6.5), (6,5.5,5,4.5), (4,3.53;2.5),.and (2, 1.5, 1,0.5), respectively (the four num-
bers map to four physical rates in an ascending order). The total capacity is equal to 35.
So, there is no resource remaining. Suppose that an incoming call requests a QoS level of
2 (physical rate = 1 Mbps). As the resource required is 6, we need to degrade three calls
from QoS level 1 to level 2. The next incoming call also requests a QoS level of 2 (physical
rate = 1 Mbps). The resource required is 6, too. We need to degrade three of level-2 calls.
The calls with lower transmission rates should be degraded first, so we move two calls with
1 Mbps and one with 2 Mbps to level 3. Then the system state will change to (0,4, 3,2).
The last incoming call requests a QoS level of 2 (physical rate = 5.5 Mbps). According
to the algorithm, we move three level-2 calls to level 3. The final system state is (0, 2, 6, 2).

D. ADDTS Request by the Caller

After determining the codec and PI, the caller will send a bidirectional ADDTS Request
to the QAP by including a TSPEC element to request for resources. We suggest to convey
VoIP service requirements by the following fields in TSPEC:

e Minimum_Data_Rate = the acceptable longest packetization interval of the corre-
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Figure 3.5: An example of bandwidth degrade.

sponding codec.

e Mean_Data_Rate = the packetization'interval selected by the callee.

e Maximum_Data_Rate = the agceptable shortest packetization interval.

e Medium_Time = the codec selected by the'callee.

E. ADDTS Response by the QAP

According to the caller’s ADDTS Request and the Packet Size Table, QAP can compute
the required medium time following Eq.(3.1). Each QAP keeps the following variables:

TXOPBudget|AC;] = The remaining bandwidth that can be allocated to AC;,i =
0..3.

TxAdDn[AC;]|[T'S1D] = The admitted medium time for stream TSID of AC; in the

downlink direction.

TxAdUp[AC;|[T'S1D] = The admitted medium time for stream TSID of AC; in the

uplink direction.

TxAdDn[AC;] = This value is set to >\ rq;p T@AdDR[AC;|[T'SID], to record the

overall resource allocated to AC; in the downlink direction.

TxUsedDn]AC;] = The summation of used medium time of all downlink streams

15



Initially, TXOP Budget[AC;] contains all the bandwidth (in terms of medium time)
that is reserved for AC;. Whenever a new stream is added, the corresponding resource is
subtract from T'X O P Budget[AC;], and the resource is assigned to Tz AdDn[AC;|[TSID)]
and/or TxAdUp[AC;][T'SID]. Also, each QSTA should keep the following variables:

o TxAdUp[AC;|[T'SID] = The admitted medium time for stream TSID of AC; in the
uplink direction in this QSTA per BI.

o T'vAdUp[AC;] = This value is set to > g, p TTAdUp[AC;|[T'S1D], to record the

overall resource allocated to ACi in the uplink direction.

o TxUsedUp|AC;] = The summation of used medium time of all uplink streams of
AC;.

Resource reservation at QAP is done as follows. First, we compute the value of
TXOPBudget|AC;] — 2 x MT(c,p,r). If the value is non-negative, there is sufficient

resource to support this call and we,eah séf wariables as follows:

TXOPBudget|AC;] = TXOP BudgétlAC;] — 2:x MT(c,p,r);
TxAdDn[AC|[TS1D] = M (codee, P1, PHY );
TxAdUp|ACY|[TSID] = MT(codec; PIFPHY));
TwAdDn[AC}) = Tw AdDn[ACY) s Tz AdDR[AC)|[TSID);

Up to this point, the admitted resources have been guaranteed. The QAP will reply an
ADDTS Response to the caller with the Mean_Data_Rate=PI and Medium_Time=MT(c,p,r)
in TSPEC. If there is no sufficient resource, then an ADDTS Response is replied with
Medium_Time=0.

At the caller’s side, if an ADDTS response with a positive Medium_Time is received,
the QSTA will set its TxAdUp[AC;][T'SID]= Medium_Time, retrieves the PI in the
Mean_Data_Rate field, and passes it to the upper layer VoIP application program. Oth-
erwise, the call is considered rejected. In both cases, the caller should reply a response

signal with the proper status code to the callee.

3.2 The Resource Adjustment Algorithm

Fairness among existing users and handoff users is an important issue. The goal of resource

adjustment is to re-allocate bandwidth to calls for fairness. The RA algorithm may be
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Resource_Adjustment()

1: On a call X moving to a lower rate r:
Bfree = Bfree + MT (X .codec, X.PI, X.rate);
if(Bpree < MT(X.codec, X.PI,1))
degrade(X.codec,X.PLr);
2: On a call X leaving:
Bfree = Bpree + MT (X .codec, X.PI, X.rate);
upgrade();
3: On a call X moving to a higher rate r:
Bfree = Bpree + MT(X.codec, X.PI, X.rate) — MT(X.codec, X.PI,r);

upgrade();

Figure 3.6: The RA algorithm.

triggered by the following two events: departure of calls and transmission rate change
of existing calls (refer to Fig. 3.6). On events that a call moves to a lower rate, the
function degrade(c,p,r) will be called if there is no sufficient resource. On events that a
call departs or moves to a higher rateyithérvalue of By, will be updated, and then the
function upgrade() in Fig. 3.7 will be inveked. “This function will repeatedly select an
existing call to upgrade its QoS-level. The:call with the worst QoS level will be upgraded
first. If there are multiple candidates, the one with the highest physical rate will be
upgraded first. Function prev()-will returnithe previous QoS level. This is repeated until
Biree is not enough to upgrade ahy existing call:

Fig. 3.8 shows an example. Suppose that there are k = 4 QoS levels, and the current
system state is (4,1,1,3). The resource requirement is the same as the example in Fig.
3.5. Let the total capacity be 41. Suppose that a level 1 call leaves the network (physical
rate = 1 Mbps), releasing a bandwidth of 2. The released bandwidth can upgrade the call
at QoS level 4 with rate 11 Mbps to level 3. The system state after upgrade is (4,1,2,1).
Next, a level-2 call with rate 2Mbps leaves, releasing a bandwidth of 5.5. This can upgrade
the only call at level 4 to level 3, resulting a system state of (4, 1,2,0).

17



upgrade()
1: while (TRUE) do
2:  let X be the call with the largest PI in the system;
in case of tie, the one with the highest physical rate is selected;

3. if Bfree > MT(X.codec, prev(X.PI), X.rate) — MT(M.codec, X.PI, X .rate) then
4: change X’s PI to prev(X.PI);
5: Biree = Bree—MT (X .codec, prev(X.PI), X.rate)+MT(M.codec, X.PI, X.rate);
6: else
7 return;
8: end if;
9: end while;
Figure 3.7: The bandwidth upgrade algorithm.
(Higfnest QoS Quality)
Level 1 |||| |||| ||||
6.5,7,75,8) 11552 1 11552 1 11552 1
Level 2 | - — —
(4.5,5,55,6) 2 2 :
L
Level 3 | E 1 ~
(2.5,3,35,4) 55 i ss | l
Upgrzﬁiw :
Level 4 EEE::| —=—"
0.5,1,1.5,2) 1155 1 | 55 | .
4,1,1,3) | 4,1,2,1) ! (4,1,2,0) time
Biree=0 free=0 l Biree=1.5
v ] One departs One departs
(Lowest QoS Quality) (Rate = 1Mbps) (Rate = 2Mbps)
TOtal CapaCity = 41 Bfree=2 Bfree=5.5

Figure 3.8: An example of bandwidth upgrade.
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Chapter 4

Analysis

In this section, we derive an analytical model to evaluate the performance of our QoS
mechanisms. Our goal is to analyze the blocking probability of new calls, the dropping
probability of handoff calls, and the call dropping probability due to change of transmis-
sion rates. Without loss of generality, we assume all calls use the same G.726 codec at the
default rate 32 kbps. Thus, duringa degradéror upgrade process, calls will only change
their PIs, but not codec. Supposeé that théreare m-Pls, PI,, Pl,, ..., PI,, (in an ascending
order), and y transmission rates, 421, Ra, ..., £y (in a descending order).

Due to mobility, the rate change of a®QSTA is mbdeled by the state diagram in Figure
4.1. From each state, a QSTA can' transit-to_a-higher or a lower rate with a rate v
following a Poisson distribution. In each QAP new and handoff calls arrive by Poisson
distributions with rates y - A\, and y - A\, respectively. These rates are evenly distributed
to calls of all physical rates R;, Ry, ..., R,. Call holding time and cell residence time are
exponentially distributed with means of 1/u;, and 1/u,., respectively. Thus, the channel
occupancy time of a call is exponentially distributed with mean 1/ = 1/(up + ). The
required bandwidth of a call with PI,,,, at the transmission rate R; is denoted by ®;.

According to our CAC algorithm, computation of accepting or rejecting a call is all
based on the assumption that all calls can be degraded to the lowest QoS level. In other
words, a QAP drops or blocks a call when all existing calls use Pl,,,, and the sum of
their used bandwidth meets some conditions. Therefore, to obtain blocking and dropping

probabilities, we can assume that all calls use P1,,,,.

e e e
Figure 4.1: The state transition diagram of a QSTA’s rate change.
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Transmission rate (Mbps) 11 5.5 2 1
Occupied MT (sec)/per session  0.041 0.050 0.083 0.134

Table 4.1: The required MT of a bi-directional voice call under different physical rates

under our analytical model.
d+1) c+1,d) b+1,c,d)

/C*ﬁvl/
10

(b+1)v
AD

(@b.c+, (ab+1, @1 |
1) c1,d) od) ) |

Figure 4.2: Generic state transitions.under our analytical model.

For simplicity, we assume that a QAP can support y = 4 physical rates, 11, 5.5, 2
and 1 Mbps. For a bi-direction voice stream, assuming BI = 1sec, surplus = 1.1, and
Pl,.. = 40ms, the required MT per BI of a call under each rate is listed in Table 4.1.

Our system can be modeled by a y = 4 dimensional Markov process. Each system
state is written as (ni, ng, ng,n4), where n; is the number of calls at rate R;, i = 1...4.
For each state (ny,ns, ng, ny), there 14 possible state transitions, as shown as Figure 4.2,
where ny; = a, ny = b, ng = ¢, ny = d. Horizontal transitions are caused by call arrival or
departure events. The arrival rates are all modeled by A, + P.\,. The departure rate for
rate R; is n;u. For ease of presentation, we let P. = 1 when n;®; +no®s +n3®s +ny Py <
Byy,; otherwise, new calls are accepted with a probability P, as defined in Sec. 3.1. Vertical
transitions are caused by transmission rate change.

A simplified two-dimension Markov process is shown in Figure 4.3 for the case of y = 2.
The states marked by gray are those with P. = 1, where all new calls can be accepted.
Under other states, a new call will be dropped with a fixed probability (1 — P,).

Based on above state transition diagram, we can derive the steady-state probability
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An+Phn AntPhy

(@+-2,0) (9:-1,0) (91,0
(-2 (9:-1): Gy

(@+-2,1)
(@1-2)®s
+ O,

(k-2,0) (k-1,0)
(k-2)d1 (k-1)Py

Figure 4.3: A state transition example with y = 2 (¢; and ¢y are the maximum numbers
of calls that can be accommodated with PI,,,, at rates Ry and Ry, respectively).
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Py ns,...n, Of each state. There are four cases:

.....

Case I: For the state such that ny =ny = ... =ny, =0,

Y (An+ M) P, n1M2yeey :uzpmm ----- N+l ny (4.1)

+ Z n; + 1 n1 no,...,ni+lmwi1—1,..., ny:| . (42)

Case III: For states such that D77 (ni®;) >= By, and .7 | (n;®;) + ,, < Biotar,

y (A + PoA) (Zn) i+ (Znﬁ-Zm)

i=1
Y

+Z [()\h_l_( +[P))‘ )Pn1n2 ..... n;—1,..., ny:|

221
+ Z [(nz + ]-) VPnl,nz ..... n;—1—1,mn;+1,..., ny}

1=2

y—1
+ [(nz + ]-) VPnl,nz ..... ni+1ni4+1—1,..., ny} ) (43)

1=1

where for z € {1,...,y}

j— 17 ZZ/ 1(77'1(1)2) (I)z < Bth
N 0, otherwise '
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Case IV: For states such that Y 7, (n;®;) <= Bipty and >_o_, (n;®;) — ®,, >= By,

[(y ) (An + PAn) +<in)u+(in+2n>

Yy—

= Z nz + 1 ,U/ + ji—l—ly) Pnl,nz ..... n;+1,..., ny:|

i=1
+1, (ny + 1) ,UPnl N2,y Ty —1,My+1

>_A

=1
+Z 7 12(”2“’1 Pn1n2 ..... n;—1—1,n;+1,..., ny}
y_l
+ Z nz + 1) VPnl n2,...,ni+1ni1—1,..., ny} ) (44)
i=1

where for z € {1, ..., y}

I = 1, ?1( (I))"—(I) <=3 Btotal
0, otherwise

and for (m,n) €4(12)542,3 )5, W — 1,v)}

J A L, i ®;) — +‘I) <= Biotal
mn 0, otherwise

Let P, be the blocking probability of new calls, P; be the dropping probability of
handoff calls, and P,; be the call dropping probability due to change of transmission

rates. Given any system state n = (nq,no, ..., ny), let the bandwidth requirement 7(n) =

Y

Y (n;®;). We can derive:

Pb = Z Pnl,nz ..... Ny (45)

P, =

(]
E’TJ

3

L

E

<

—~~
N
D
N~—

i=1 T(ﬁ’)+q> Btotal

y—1
n;
Py = Poinyn . 4.7
" ZZ:; Z (Zz 1nl Zz 2 T o 7y) ( )

7(7)—®;+Pi+1>Biotal

To compute B,, Py, and P4, we have to solve the steady-state probabilities P, ,,

.....

This can be done by the recursive technique proposed by Herzog et al. [10], which states
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that there exists a subset of the state probabilities, called boundaries, such that all other
states can be expressed as linear combinations of the boundary states. Therefore, we
can determine the boundaries first and then derive the expressions for all remaining state
probabilities as functions of the boundary values. This can significantly reduce the com-
plexity of solving of P, 5,,...n, as compared to traditional matrix inversion techniques. It
has been shown to be suitable to solve a wide class of queuing problems.

First, we choose all states (ny,ns,...,n,) such that n, = 0 as boundaries. According

to [10], we can rewrite the state probabilities as:

B
total Btotal Btotal
1
— a1,002,...,0y—1 ( )
Pn17n27---7ny § : § : § : Cnl,ng, STy Pa170627---706y—1704y=0 48

ay—1=0 as=0 a1=0
001,027~~~70¢y—1 _ ]-7 if nyp = aq,Ng = Qa, ..., and Ny_1 = Qy—1
N1,N2,00My 1,0y =0 0, otherwise

The coefficients Ch; s ne ™" for'n, 1 0 can be solved recursively. Next, we rewrite Eq.s
(4.1)—(4.4) by:

Bn17”27~~~7nypn17”27~~7 E : nl,ng, o n17”27 St ny

Z:Anth’ N n17n27 oni—1,. Ny

_'_ZAHLM, ST n17n2, Sni—1—Lng+1,.ny

+ g n17n27 N nl,ng, SnitLng 1 —1,..,my (49)
r l; u d;
where the coefficients Ay - iy A,;hm,m’ny Al i Anm2 nye and By py o, are

abbreviations of those in Eq.s (4.1)—(4.4). Then we rewrlte Eq. (4.9) as

24



Bn17n2,m,nypmm2,m,

y=1 pr,
— i1 Aimsm

P”17”27~~~7ni+17---7”y

Pn17n27---7ny717ny+1 = A

Al

n1,n2,...,Ny

Ty
n1,M2;...,Ny

Pn17n27"'7

n;—1,...,ny

AT“
N1,N2,5... Ny

LA

n1,M2;.

Pn17n27'

i1 —1mng+1,...

Ary
ni,mnz,...,n

y—1 pd;
Z Am,ng, o yPnl7n27"'7ni+17ni+1_17“'

Y

A
ni,mnz,...,n

After some manipulation, Eq. (4.10) can be further rewritten as:

Bm7n2,---,ny—1PN17n2,---,ny—1

Z

Yy

(4.10)

nl,nQ, ny—lpnl7n27---7nz‘+17---7"y—1

Pn17n27---7ny717ny -

nl,ng, Sny—1
y l;
i=1 nl,ng,...,ny—lPnl,m,--~7m—1,---,ny—1
Ty
TN, Ty — 1
LAY P
N1, ey Ry =1 TSNP 1—1,m 41, ny —1
A
(ERL R R

1 4d;
Zy Anl )2y

,TLy—IPn17n27---7nz‘+17ni+1_17---7ny_1

(4.11)

AT

ni,nz,...,

For each fixed state (aq, o, ...,
Eq.s (4.8) and (4.11), we can obtain:

ny—1

ay_1,0), if we let P, = 1 and P = 0 for all 7’ # n, from

B Cal,az, 0y —1 Zy 1ATZ Cal,a27m7ay71
a1,02,0y—1 n1,n2,...,ny—1%ny no,.ny—1 N1,M2,.Ny—1 " n1,n2,..,ni+1,...,ny—1
ni,nz,...,Ny A

N1,M2,...,My—1
Al Ca170¢27 ;Oly—1
n1,n2,...,ny—1"n1,n2,..,n;—1,...,ny—1
Ty
n17n27---7"y_1
Yy U; Q1,002 Qy — 1
1=2 “ny1,no,...,ny—1>"ni,ng,...,n;_1—1n;+1,.. ny—1
Ty
n17n27---7"y_1
Zy—l Adi Q1,002,...,00y —1
=1 n1,n2,...,ny—1~"n1,no,...n;+1n;r1—1,....ny—1 (4 12)

— v .

n17n27---7"y_1

for all combinations of ny, ng, ..., n,.
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After obtaining all coefficients Cp,nsn?~", the probabilities of boundaries can be

derived by solving the remaining unused LB%”J X LBZ}%;MJ X ... X Lth“l’J independent
.

equations in Eq. (4.9) as well as the normalizing condition:

> D Punsen, =1 (4.13)

ni  ng Ny

Having solved the boundaries, all steady-state probabilities P, ,,....n, can be determined

from (4.8). Thus, Py, Py, and P,y can then be derived.
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Chapter 5

Simulation Results

To verify the correctness and applicability of our proposed algorithm, an event-driven
simulator written is developed in C++. The following assumptions are made in our
simulation. (1) The same call arrival model, call holding time, and call residence time
as specified in Chapter 4 are used in the simulation. (2) The communication channel
is assumed to be error-free. (3) NotRTS/CTS,is used. (4) The BI=500 ms. (5) There
is only AC_VO traffic in the network,and its.CW.,,;,=7, CW,,..=15, and IFSN=2. (6)
G.726 with 32 kbps is used as*the.voice source. The offered network load is defined as
p = (An+ An)/ (i + ). To obtain steady states,-each simulation case is run with one
million arrivals. The performance metries arenew call blocking rate, handoff call dropping

rate, and channel utilization.

5.1 Validation of Analytical Results

In this experiment, we assume that 40% of arrival calls are handoff calls. The channel
occupancy time is 2 second. P, is set to 0.8 when By, < (Biotar — Bi,). Fig. 5.1 shows the
blocking rate and dropping rate of both analytical and simulation results. The maximal
difference of blocking rate between simulation and analytical results is about 0.44%, which
appears when p = 20. It can be seen that analytical results match well with simulation

results.

5.2 Influence of CAC and RA

In this experiment, we want to evaluate the impact of CAC and RA. P, is set to 0.8
when Byey <(Biota — Bir). We compare our scheme against the CAC-only and “no-CAC-
no-RA” cases. For the CAC-only case, the Pls of calls are fixed. Fig. 5.2(a) shows

the channel utilization under different offered loads. Clearly, our scheme has very good
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Figure 5.1: Comparison of simulation and analytical results on blocking rate and dropping
rate (A, = 0.8, A\, = 1.2).

utilization because calls can always be upgraded when there are extra resources. The
no-CAC-no-RA (PI1=20) case outperformsthe CAC-only (PI=20) case because it accepts
every incoming request in all network situations. Fig. 5.2(b) shows the medium time
per session receives (which is approximated by the total used medium time divided by
the total number of ongoing calls). With call admission control, the medium time of
our scheme is better than that of the no-CAC-no-RA case. Even when the work load is
high, our scheme can still guarantee the minimum bandwidth requirement of all calls. As
p > 32, the minimum time of the no-CAC-no-RA case will drop to an unacceptable level.
This shows that our scheme can well utilize network resources while guarantee the quality
of calls.

Fig. 5.3 shows the new call blocking rate and handoff call dropping rate versus different
offered loads. The rates of the no-CAC-no-RA case are all zero because every incoming
request is accepted. From Fig. 5.3(a), we see that our scheme is only slightly worse than
the CAC-only (PI=40) case after p > 12 because of our call acceptance policy. However,
the benefit is our lower handoff call dropping rate, as shown in Fig. 5.3(b).

28



100 —— D
90 1
>
80 +
70
60
Channel
utilization 50 A
(%)
40
30 4
207 o:CAC + RA
o: CAC — only (PI =10)
10 x: CAC — only (PI = 20)
<: CAC — only (PI = 40)
0 o:no— CAC —no— RA (PI = 20)
| T T I | T |
0 4 8 12 16 20 24 28 32
»
()
0.16
()'14 e e e i e e e e e
o:CAC + RA
0124 *: CAC — only (PI =5)
: o: CAC — only (PI = 10)
x: CAC — only (PI = 20)
0.1 <a: CAC — only (PI = 40)
Medium o:no— CAC —no— RA (PI = 20)
time per
. 0.08
session N N\ _ _ R R R
(sec)
0.06
0045 o & & & & * s+ * *
0.02 < i Nﬁ:
0 | | | T T T T
0 4 8 12 16 20 24 28 32
p
(b)

Figure 5.2: Comparisons of different schemes on: (a) channel utilization and (b) goodput.

29



80

o:CAC + RA
*: CAC — only (PI = 10)
704 ®:CAC —only (PI =20)
x: CAC — only (PI = 40)
o:no—CAC —no— RA (PI =20)
60
50
Call
blocking 40 -
rate (%)
30
20
10
0
0
p
(a)
80
o: CAC +RA
*: CAC Zonly (PI=10)
704 ¢ CAC —only (PI.= 20)
x: CAC — only (PI'= 40)
o:no— CAC “no— RA (PI=20)
60
50
Call
dropping 40 o
rate (%)
30 1
20 -
10
0
0

Figure 5.3: Comparisons of: (a) call blocking rate and (b) call dropping rate.
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5.3 Influence of P,

The value of P, reflects the possibility that a QAP permits new calls to start. Clearly, a
larger P, will benefit new calls but hurt handoff calls. Fig. 5.4 shows the impact of P.
on call blocking and dropping probabilities. From these curves, a suggested value of P,

could range from 0.2 to 0.6.

5.4 Influence of Traffic Characteristic

Next, we evaluate the influence of traffic characteristic. We change the percentage of
handoff calls while keep the offered load unchanged. Fig. 5.5 shows this impact on call
blocking and call dropping rates. We can see that our scheme is quite insensitive to this
change, unless the offered load is very high. This concludes that our scheme can provide

good QoS to handoff calls.
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Figure 5.4: The impact of P. on: (a) call blocking rate and (b) call dropping rate .
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Figure 5.5: The impact of the percentage of handoff calls on: (a) call blocking rate and
(b) call dropping rate.
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Chapter 6

Conclusions

In this paper, we have proposed a CAC and a RA mechanisms to solve the handoff and re-
source redistribution issues over IEEE 802.11e wireless networks. By upgrading/degrading
resources allocated to calls, we can make better use of the network resource. We have also
derived an analytical model to evaluate our system with multi-level QoS support. Three
performance metrics, blocking probability, drépping probability, channel utilization, have
been derived. Our numerical analysis shows the importance of CAC and RA mechanisms,
especially when user mobility 1s high and fairness-s important. Our simulation results

also support our conclusions.
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