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An Efficient Channel Switching Mechanism for Improving

Quality of Service (QoS) on Wireless Network

Student: Hsien-Shu Hsu Advisor: Prof. Yaw-Chung Chen

Institute of Computer Science and Information Engineering
National Chiao Tung University

Abstract

As the development of wireless network grows faster and faster, there are more and more
users using various kinds of applications and services via the wireless network whereas most
of these applications and services require the guarantee of the quality of service (QoS).
However, the wireless network cutrently deployed cannot provide any guarantee of the QoS
effectively. Therefore, we propose a channel switch mechanism to improve the QoS on
wireless network.

In most cases, the users may connect to the network by choosing the access point that has
the strongest signal. However, the signal strength does not correspond to the quality of service
it could offer to the user. Therefore, if we need better QoS, we must re-associate with other
access point and try to discover whether the provided QoS is better. Unfortunately, if there are
no other reachable access points, the client must move itself to other places to find other
access points. To solve this problem, we propose a channel switching mechanism to avoid
unnecessary movements or trial-and-error approach to find access points manually. This
mechanism effectively helps the users to switch to the proper access points automatically and

achieves the load-balancing among the access points to guarantee the QoS.
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Chapter 1

Introduction

1.1 Motivation

In recent years, the wireless network development experienced a rapid growth.
Advances in communication technology and increasing volumes of hand-held devices
are making wireless access to the Internet a common case rather then an exception.
Wireless LAN installations are based on IEEE 802.11 [1] technology, which has been
widely and rapidly accepted in many different environments today. We can see there
are more and more users go through, the, wireless network to access service or
information for offices, homes and public places like airport, hotel, shopping mall,
coffee shop, etc. However, during this period of time we have also witnessed the
emergence of new network application such as voice over IP (VolIP) and video
streaming that impose stringent requirements on network performance in order to
ensure that users experience an acceptable quality of service (QoS). Therefore, the
interests in QoS on wireless network have increasingly grown recently [2]-[5].

Sometimes, because of the geographic constraints of the services, the proximity
of power outlets, users tend to localize themselves in particular areas of the networks.
As a result, the users' behaviors usually lead to the unbalanced utilization ratio that
some access points (APs) are highly utilized whereas some others’ are low, this makes
the network not being fully utilized such as poor channel utilization.

Therefore, a key challenge to support application Quality of Service is to make
the best use of the available network resources. For example, assume that two APs

which feature multiple cells covering a single geographic area, with one overloaded



and another one free. If a mobile node asks for the QoS that the overloaded AP cannot
support, we can trigger other mobile nodes so that they can re-associate with the free
AP, this would improve the load balancing between two APs.

In this thesis, we propose an efficient channel switching mechanism for Quality
of Service (QoS) on wireless network, in which there are multiple APs with
overlapped covering region. Since in real world, both mobility pattern and the
population distribution may change with time, our mechanism is designed to adapt to
such changes for the guarantee of QoS dynamically.

The objectives of our proposed mechanism are:

(1) To improve the total throughput.

(2) To improve the overall network utilization and support better QoS for users.

(3) To use automatic channel:switching for guaranteeing QoS.

(4) To support load-balancing' mechanism ameng APs and minimize the user

movement for acquiring QoS

1.2 Organization

The remainder of the thesis is organized as follows. In Chapter 2, we discuss the
background and related work in the area of QoS provisioning. In Chapter 3, we
discuss the proposed architecture and the mechanism for QoS. In Chapter 4, we
present the simulation results and evaluate the advantage of our mechanism. Finally,

in Chapter 5, we provide the conclusions with possible future work.



Chapter 2

Background

In this chapter, we introduce the background and some mechanisms of
improving Quality of Service. The details of the IEEE 802.11 medium access control,
IEEE 802.11e, software/system that supports QoS , and others related research for

improving QoS will be introduced in Section 2.1, 2.2, 2.3 and 2.4, respectively.

2.1 IEEE 802.11 Medium Access Control

There are two kinds of access,mechanisms in the original 802.11 MAC
sub-layer: the Distributed Coordination Function (DCF) and the Point Coordination
Function (PCF). The DCF uses IEEE 802.11 CSMA/CA protocol, and it does not
guarantee anything more than best effort-service for mobile nodes. The PCF uses a
centrally controlled polling method ‘to' support isochronous data transmission and
real-time services. The details of these two functions will be discussed in the

following sections. Figure 2.1 shows the IEEE 802.11 MAC architecture.

Used for Contention
Free Service

Used for
Contention
A . . . .
Point Coordination Service and basis
Function (PCF) PCF
MAC
extent

Distributed Coordination Function
(DCF)

Figure 2.1 IEEE 802.11 MAC architecture.



2.1.1 Distributed Coordination Function

The DCF uses CSMA/CA, it is designed to provide asynchronous data
transmission for best effort services. When a data frame arrives at a transmitting
queue and the wireless channel is busy, the MAC will wait until the medium becomes
idle. In order to reduce the probability of collisions, the DCF applies a collision
avoidance mechanism (Backoff Time) to force the MAC to send the frame only after
an extra time interval called DCF inter-frame space (DIFS). Every user may use a
different backoff time because the random backoff selects a value from 0 to the
contention windows (CW) value randomly. Therefore, the MAC will start the backoff
process with a backoff time if the channel is idle. Once the timer of the backoff slot is
decremented to 0 and the channel is still idle, the MAC can begin its transmission. If
the transmission is not successfulyit is considered that a collision has occurred. In this
case, the contention window (CW) is doubled, and the backoff process starts again.

The process will continue until the ‘transmission s successful or being discarded

(Figure 2.2).
Immediate access when
medium is idle >= DIFS DIFS Contention Window
DIFS ) PIFS N i’
: SIF
/ Busy Medium é;{qﬁéff Slot / Next Frame
Slot time
_)

. Defer Access Select Slot and Decrement Backoff as
A fong as medium is idle.

Figure 2.2 DCF channel access.

We can find that DCF does not differentiate the data traffic because the DCF is

contention based. All traffic classes have the same priority to access the wireless



medium. Thus, different delays and bandwidth requirements of applications can not
be differentiated through the use of DCF. When the network is overloaded, the DCF

has no feasible method to solve these issues.

2.1.2 Point Coordination Function

The PCF pertains to 802.11 optional medium access mechanism but is not
directly tied to CSMA/CA and provides contention-free frame delivery to and from
the access point. The legacy 802.11 uses the PCF to support QoS for time-bound
services. The PCF provides mechanism for prioritized access to the wireless medium,
and it is centrally coordinated by a station called the point coordinator (PC). This
station is typically the access point. The, PCE_medium has higher priority access than
the DCF.

With the PCF, the Contention-free period (CFP) and the contention period (CP)
take its turn periodically over time. The PCF-is used to access the channel during the
CFP, whereas the DCF is used during ‘the:CP. The beacon frame is a management
frame that maintains the synchronization of the local timers in the stations and
delivers protocol related parameters. When the CFP begins, the PC accesses the
medium in the same manner as a DCF station. The PC polls a station asking for the
volition to transmit a pending frame. Whenever the PC itself has a pending frame
destined to this station, it uses a combined data and poll frame by piggy-backing the
CF-Poll frame onto the data frame. Upon receiving the CF-Poll+DATA, the polled
station acknowledges the successful data reception. After waiting a time interval
which is known as the priority inter-frame space (PIFS), the PC attempts to access the
medium and polls the next station or end the CFP if the PC receives no response from

the polled station. Since DIFS > PIFS, it allows PCF stations to access the medium



before DCF stations as well as has higher probability of accessing the medium.

However, there are still some problems in the PCF including the unpredictable
beacon delay and unknown transmission durations of the polled station. In addition,
the PCF supports time-bounded applications with some limitations. However, PCF is
not supported by most wireless device vendors and has been shown the poor
performance in the presence of DCF [7].

In order to solve the problem for differentiating between traffic type and sources
with DCF and PCF, the IEEE is proposing the 802.11e to enhance both the DCF and

PCF coordination functions to support QoS.

2.2 |[EEE 802.11e

There are enhancements to'the 802:11 MAC currently under development and
these enhancements will be adopted in.the 802.11e[8] extension of the 802.11
standard. The 802.11e has devised two_proposed solutions for the future 802.11 MAC.
This new standard introduces the hybrid coordination function (HCF), which defines
two new medium access mechanisms to replace PCF and DCF. The HCF has two
modes of operation: Enhanced Distributed Channel Access (EDCA) and the HCF
Controlled Channel Access (HCCA). EDCA is a contention-based channel access
function that operates concurrently with HCCA which is based on a polling

mechanism and controlled by the hybrid coordinator (HC). (Figure 2.3).



EDCA HCCA

Legacy PCF
802.11e HCF

Legacy DCF

Figure 2.3 Draft of 802.11e architecture.

2.2.1 Enhanced Distributed Channel Access (EDCA)

The EDCA enhances the original DCF to provide prioritized QoS, such as
DiffServ. The QoS support is realized with the introduction of Access Categories
(ACs), which maps the classes defined in the 802.1D standard to the corresponding

categories, as shown in Table 2.1.

User Priority D ei?gﬁtgon Access Category (AC) nggﬁlalt?on
1 BK AC BK Background
2 - AC BK Background
0 BE AC_BE Best Effort
3 EE AC_BE Best Effort
4 CL AC_VI Video
5 VI AC VI Video
6 VO AC_VO \oice
7 NC AC_VO \oice

Table 2.1 Mapping between 802.1D priorities and EDCA access categories.



In the EDCA, the priorities of channel access are accomplished by defining the
AC at the client stations. In each station, there are four ACs, each of them has its own

MAC queue and backoff counter so that packets are sorted according to their priority

(Figure 2.4).
4 Access Categories ACO — AC3 representing
4 priorities, with 4 independent backoff entities
Higher priority Lower priority
One priority AC3 AC2 AC1 ACO

old : new

AR S e s

Backoff H Backoff Backoff Backoff Backoff
DIFS AIFS[3] AIFS[2] AIFS[1] AIFS[0]
(15) H (CWmin) (CWmin), (CWmin) (CWmin),

(1023) CWmax CWmax CWmax CWmax

v v v 3

Upon parallel access at the same slot the higher priority
AC backoff entity transmit, the other backoff entity /entities
transmission act as if collision occured

%: transmission

Figure 2.4 Access Category (AC) architecture.

An AC begins to decrement its backoff counter once the medium has been idle
for a period of time called the Arbitration Inter-Frame Space (AIFS). The AIFS is no
smaller than DIFS, and is chosen for each AC independently. The ACs with higher
priority will get a shorter AIFS than the ACs with lower priority. Each data unit will
be delivered through each AC backoff instances to which it belongs respectively in a
station (Figure 2.5). Since the low-priority AC has longer AIFS, the low priority data
unit will have to wait until the high priority data units finish accessing the medium.

Therefore, with the EDCA, we can classify the data unit by giving the data unit



different priorities and differentiate the different Quality of Services.
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Figure 2.5 EDCA channel access.

2.2.2 HCF Control Channel Access.(HCCA)

The operation of the HCCA is-similar-to the PCF. It inherits some rules of
legacy PCF and it also introduces‘many_extensions. The access point contains the
hybrid coordination (HC) that keeps tracks of the HCCA client station and schedules
the polling intervals. Unlike the PCF operation, the HCCA polling access can occur
during the contention period and coexist with EDCA. The access point can start a
contention-free HCCA period if the medium has been remaining idle for a PCF
inter-frame space period, which is shorter than the minimum AIFS. In addition, the
HCCA provides deterministic behavior and a high level of control and fidelity to
multimedia applications that require parameterized QoS.

However, the HCCA needs a more complex hardware implementation, and it
contains many unsolved issues, such as how the HC should manage the polling of a
large number of interactive streams without harming applications using EDCA

scheme.



2.3 Use Existing System or Software to Provide QoS

At present there are a number of vendors of wireless LAN products and
operating system providing the utilities for users to obtain the information of wireless
network, which the users could join [9,10].

Here we have the Lucent wireless card which uses its own utility and detects
multiple access points (Figure 2.6). With the tool we can obtain the information of
wireless networks, such as observed networks, current access point information of
using channel, SSID, signal strength, SNR and so on (Figure 2.7&2.8). Other wireless

card utilities can also provide similar information to the user. According to the

information, we can roughly know the basic information of these access points.

E, QORINOCO Chent Manager - Site Monitor

Metwork name : infolab

selection lSite Monib:ur] Log Setl:ings] AP n.am:as]

Chserved networks Network twpe
infolsh Infrastructure
WLL Infrastructure
TWL - &11 Infrastructure
K1 Infrastructure

Select an Infrastrocture to be monttored .

Mo of 4Fz
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Figure 2.6 Lucent Utility with detection of 4 APs.
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Figure 2.7 Information of access point.
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Figure 2.8 More detailed information of access point.

Some operating systems, for example the Windows XP, can also provide and
tabulate the information of multiple access points which the wireless card can access.
By using this list, we can select one access point and associate with it for wireless

connection (Figure 2.9).
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General | Wircless Networks | Authentication | Advanced
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¢ v
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G MSFTWLAN
[ Add. . ] [ Remave ] [ Properties ]
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confiquration.

[ 0K H Cancel l

Figure 2.9 Windows XP wireless configuration.

We receive the information from mu‘l‘tiple‘access points based on use this
information we can determine which AP we will associate with. Generally, we simply
select the access point with the strongest signal strength. However, the AP with the
strongest signal sometimes cannot support the quality of service we need and
unfortunately we may not be able to get enough information to judge whether the
selected access point is highly loaded? If we require better QoS under such
circumstance, we need to give up this access point and choose another one manually,
then try whether it is also highly loaded. Otherwise, we have to endure the wicked
wireless network and tolerate the poor performance.

Therefore, the information only allow us to know the basic information of
access points, but not the QoS. Although there are new techniques or firmwares

providing the measurement of the loading of APs to users, it is still not sufficient for
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users to clarify whether their requirements can be satisfied. We need other efficient

mechanism to resolve this issue.

2.4 Related Research

Recently, there are quite a few research regarding the QoS and load-balancing.
In [11,12] , it proposed the schemes to modify the MAC protocol in wireless LAN for
supporting different service requirements using both centralized and distributed
method. These schemes focused on the fairness properties of the wireless MAC in
order to provide different class flows, and they are not appropriate for dynamic
provisioning of the QoS.

There are also researches about resource reservation and admission control
scheme to provide QoS [13]. Althoughisome of the ideas are useful, there are still
some major problems. Since the ‘resource reservation results in large overhead for
supporting QoS requirements dynamigally;-thus.the actual performance is not very
good [14]. Besides, both these schemes are triggered by mobile nodes, and sometimes
the mobile nodes should move around to find another better access point with better
service. The mobile node users may experience the inconvenience to move around,
and the access point can not trigger the load—balancing mechanism by itself.

In order to solve these problems, we propose an efficient mechanism to support
QoS dynamically and improve the load-balancing between access points in wireless

network.
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Chapter 3

Proposed Channel Switching Mechanism for QoS

In order to provide per-user QoS and the access points load balancing across the
overlapping region in a wireless LAN, we present a channel switching mechanism in
this chapter. The whole mechanism is composed of two main modules: (1) dynamic
QoS guarantee, (2) channel switching. We will introduce them in the following

sections.

3.1 System Overview

Before introducing the system, wejwould like to describe a scenario of our
system first. As illustrated in Figure3.1, there are seven mobile nodes and three access
points (AP) with overlapped coverage regions:-The AP1, AP2, and AP3 connect to the
same access router within the same®domain. The MN1, MN2, MN3, MNG6 are
associated with AP1; MN4 and MNS5 are associated with AP2 and MN7 is associated
with AP3. As shown in the figure, the MN4 is covered by both AP1 and AP2; the
MN3 is covered by both AP1 and AP3; the MNG6 is covered by all three APs.
Assuming that AP1 has the lowest bandwidth available, and other two APs still have
plenty of bandwidth. If new users want to associate with AP1 and use wireless LAN
to download files or run real-time service, the mobile nodes associated with AP1 will
find their transmission rates getting slower and slower. At this time, the AP1 can not
guarantee any QoS such as throughput, and the congestion will worsen so that it
affects the service quality of mobile nodes within the wireless network. However, if

one or more mobile nodes de-associate with AP1 and re-associate with other two

14



overlapping access points, the overall throughput of network can be improved. For
example, the AP1, AP2 and AP3 are visible from MNG6; therefore if MN6 could to
move to AP2, the load on AP1 will be reduced. Also, AP1 and AP3 are visible from
MNS3, therefore if MN3 can be switched to AP3 the loads on AP1 will be decreased

further.

Access router

~
~
7
/
.
~. )
./'-
-
N\
N
-
-

T — e —

8
I I A AN 4231 |
}...--Apz e s p3
~ e N s
~ ~ ~ -~

Figure 3.1 Multiple APs with overlapped coverage area.

In order to resolve this problem and support load-balancing between APs, we
introduce our mechanism which consists of three main components: (1) a dynamic
QoS guarantee mechanism, (2) an access point availability check function, and (3) a

channel switching mechanism. In the QoS guarantee mechanism, we have a QoS

15



manager which works both in access points and mobile nodes, and an QoS negotiator
that works between an access point and mobile nodes. Regarding the access point
availability check function, it ties to finding whether there is any available access
point available for re-associating with the mobile node. In the channel switching
mechanism, we have the load-balancing control algorithm to decide how many
mobile nodes should change their association with the access point and which access
point that mobile node can join in, and the re-association announcement to inform the
mobile nodes and access point about the re-association information.

Therefore, the overall system is constructed by a decentralized approach instead
of a centralized one, and the mechanism can be triggered either by the mobile node or
the access point. Beside, it does not need any extra hardware modification or
maintenance effort in the current network structure. In the following sections, we will

introduce all the components in-our.mechanism in.more details.

3.2 Dynamic QoS Guarantee iMechanism

In order to guarantee the QoS dynamically, firstly we need the QoS manager
which works in all access points and mobile nodes to monitor the traffic load. It
allows us to know when we could send out the QoS request if necessary. Secondly,
when we send out the QoS request, we need to trigger a procedure to negotiate the
QoS between the access point and the mobile node, and then trigger the channel

switching mechanism.

3.2.1 QoS Manager

The QoS Manager has three tasks: (1) monitoring the traffic loads and check

whether it exceeds the threshold, (2) to send out the QoS requirement, (3) to exchange

16



the load information with other QoS Manger of access points.

Since each mobile node has different service requirements ( i.e. throughput, loss
rate, jitter) for their application through wireless LAN. In order to monitor the traffic
loads and trigger the QoS negotiation procedure in time when necessary, the QoS
manager runs in both the access point side and the mobile node side. The QoS
requirements are predefined with certain levels (basic, advanced, premium...etc) for
different types of traffic. On one hand, if the mobile node feels that the network
quality is not good enough for its use, the QoS manager of the mobile node can
trigger the QoS negotiation procedure by specifying the quality level it desires. On the
other hand, the access point determines its affordable resource threshold. When the
load of the access point exceeds the threshold, the QoS manager of the access point
will also trigger the QoS negotiation procedure to ask some mobile nodes to
re-associate with other access points whose loads are not so heavy. In other words,
either an AP or a mobile node can trigger-the-QoS negotiation procedure.

Each access point maintains a-table that.records all the access points which have
overlapped covering regions initially. Besides, the QoS manager running on each
access point also shares the load information to those access points that cover the
overlapped regions via the wired connections. Therefore, the QoS manager on each
access point has to send its own traffic load announcement periodically and receive
the announcements from other access points which have overlapped regions. By using
this method, the QoS manger of each access point can collect others’ traffic load
information and update it periodically for the channel switching mechanism to refer

to.

17



3.2.2 QoS Negotiator

The QoS negotiator is proposed to communicate between the mobile node and
its associated assess point. The negotiator can be triggered either by the mobile node
or the access point. There are three cases in which the QoS negotiation will be

triggered, as described follows:

Case 1:

Figure 3.2 shows a simple scenario of the QoS negotiation procedure. In this
case, the mobile node sends out a QoS request, and the neighboring access point is
able to support its requirement. The current assess point will inform the mobile node
to re-associate with this neighboring access point, and then inform the neighboring

access point.

AP2 AP1 MN1 MN2 MN3

Threshold
exceed

=

QoS request (Q-RQ)

S ke

O
S

Can any AP support?

3. inform AP2 2] Response the sugpestion access poipt (AP2)

/\u

4. re-associate Withﬁg//

Figure 3.2 A mobile node triggers the QoS negotiator mechanism (Simple Case).
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Stepl: If the QoS manger of MNL1 finds that the service requirement can not be
fulfilled using the transmission, it will send a QoS request packet (Q-RQ) to the
associated AP1. The QoS request packet contains the serivce type, the level of the
service (TF_Level) required and a list of APs (MN_APL.ist) which the mobile node
can hear. The information will be used in the channel switching mechanism.

Step2: When AP1 receives the Q-RQ packet, it will perform the access point
availability check function. If the function returns a success message, which means
there is a suitable access point being able support this QoS requirement (more details
in Section3.3), then the access point will respond with an access point SSID (AP2)
announced by channel switching mechanism and the MN1 will re-associate with AP2

upon receiving the SSID.

Case 2:

Figure 3.3 illustrates another case about how the mobile node triggers the QoS
negotiator mechanism when it is‘upable to re-associate with a new access point. The
procedure is as follows:

Stepl: If the QoS manger of MNL1 finds that the service requirement can not be
met during the communication, it will send the Q-RQ packet to associate with AP1.
The QoS request packet (Q-RQ) contains the information of the service and the AP
list which can be used in the channel switching mechanism.

Step2: When the AP1 receives the Q-RQ packet, it will start the AP availability
check function. If the function returns a fail message, which means that no suitable
access point can support this QoS requirement (more details in Section3.3), then the
access point will broadcast a QoS AP List Request (Q-List-RQ) packet to the mobile
nodes currently associating with the AP1 (say, MN1, MN2 and MN3). The Q-List-RQ

packet here is proposed to ask every mode within the AP1’s covering region for the
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MN_APL.ist which the mobile node can hear. In this situation, the AP1 will reject any
later QoS request until it finishes the channel switching mechanism, when the AP1
has triggered the QoS negotiation.

Step3: After receiving a Q-List-RQ QoS packet, each mobile node (MN1, MN2
and MN3) will respond a QoS AP List Response packet (Q-List-RS) to the AP1. The
Q-List-RS packet includes (1) the level of service required for the mobile node, (2)
the service type, (3) the list of APs that the mobile node can hear. The later
information is obtained using the inherent ability of the user’s wireless PC card to
scan the local network. Beside, the MN_APLIist are sorted in descending order with
the key Signal-Noise-Ratio (SNRs). After receiving all the Q-List-RS, the AP1 will

use this information to enable the channel switching mechanism.

AP1 MN1 MN2 MN3

Threshold
exceed

908 roquest QD)
O

O
Can any AP support?

—a

M)

Broadcast QoS AR list request (Q-Li$t-RQ)
@%\

3] QoS AP list respopse (Q-List-RS)
//

Enable channel switching

Figure 3.3 A mobile node triggers the QoS negotiator mechanism.
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Case 3:

Figure 3.4 illustrates how the access point triggers the QoS negotiator
mechanism by itself. There are only two steps which are same as that in Figure 3.3

with its Step 1 taken away.

?

[
—

AP1 MN1 MNZ2 MN3
Threshold
exceed
1] Broadcast QoS AR list request (Q-Ligt-RQ)
_—-—-‘1%::
_:‘h‘:-\\—___.\
2l QoS AP list respopse (Q-List-RS)

P

—

nel switching

Enable chan

Figure 3.4 An access point triggers the QoS negotiator mechanism.

Stepl: The QoS manger of AP1 finds that the traffic load exceeds the threshold
during the communication. At this time, the AP1 will reject the later QoS request until
it finishes the channel switching mechanism after it triggered the QoS negotiation.
The AP1 will broadcast the Q-List-RQ packet to the mobile nodes currently
associated with it (MN1, MN2 and MN3). The Q-List-RQ packet here is proposed to

ask every mobile node within the AP1’s covering region regarding the list of APs
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which the mobile node can reach.

Step2: After receiving the Q-List-RQ packet, each mobile node (MN1, MN2
and MN3) responds with a Q-List-RS packet to the access point (AP1). The
Q-List-RS packet contains (1) the level of service required for the mobile node, (2)
the service type, (3) the MN_APL.ist which the mobile node can hear. After receiving
all Q-List-RS, the AP1 will use this information to enable the channel switching

mechanism.

3.2.3 Coordinate Dynamic QoS Guarantee Mechanism

In the previous section, we introduced the main modules of dynamic QoS
guarantee mechanism. In this section we will explain the details of the dynamic QoS
guarantee mechanism.

On one hand, the QoS manger of mobile nodes can send out a QoS request
packet to tell the access point-that its ‘requirement is insufficient to support the
requested service, and ask the access ‘pointto provide more resources by using the
access point availability check function and the channel switching mechanism. On the
other hand, the access points also run the QoS manger to monitor whether the traffic
loads exceeding the threshold. In this way, the access points can also trigger the QoS
negotiation mechanism without mobile nodes announcements on their own initiative.

Firstly, when the mobile node notices that the resource is not satisfactory for its
associating access point, it will send the Q-RQ to ask the access point to enable the
AP availability check function, no matter the replied message is a success or a failure.
If the replied message is a success, the original access point will tell the mobile node
to re-associate with the new access point; otherwise, it will broadcast the Q-List-RQ

packet to all associated mobile nodes to ask for the MN_APList from the mobile

22



nodes. In order to minimize the side effect to the network, one important thing is that
when the access point starts to trigger the QoS negotiation mechanism, any following
QoS requests will be rejected until the channel switching procedure is done.
Otherwise, if too many QoS requests are submitted at the same time, the access point
will broadcast messages again and again which may lead to the network congestion.

After receiving the Q-List-RQ packet, each mobile node will respond with a list
of reachable APs which is sorted by SNR in a descendent order. When the access
point obtains the response from each mobile nodes, the channel switching mechanism
of the access point will start.

Figure 3.5 shows the flowchart of dynamic QoS guarantee mechanism.

23



Mobile Node Access Point

QoS Manger QoS Manger

hreshold exceed 2

hreshold exceed 2

Send QoS Request

QoS negotiation Blocked ?

Reject the QoS Requ@

access point availabilig

Reply the new AP’s
Ceoss? SSID to MN
St ¢

QoS negotiator

A 4

Broadcast QoS
Ap List Request

v

Receiving QoS
List of APs

v

(Channel Switching MechanisnD

Figure 3.5 Dynamic QoS Guarantee Mechanism.
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3.3 Access Point Availability Check Function

We introduce two parameters in this mechanism.

(1) AP_Info: the table records the SSID and the remaining bandwidth of the
access point, as well as the load information exchanged by its neighboring
APs.

(2) MN_APList : the list of APs which can be heard by a mobile node.

When the access point receives a Q-RQ packet, the packet carries the service
requirement from the mobile node. According to this information, we check the
service quality requirement table defined by the access point. The service quality
requirement table defines various service.type, and each different service type is
classified into three levels (Basic, Advaneed, Premium) which have their own
threshold condition (Table 3.1). For example, the Q-RQ packet requests one kind of
level for video service. The access point-availability check function will check the
original traffic status with mobile node. If the-mobile node asks for the quality which
is worse than what it already have (Advanced -> Premium), the access point will
ignore this request. Otherwise, the access point will execute the function and try to
find an available access point for the requesting mobile node.

The ideal situation for our system is that some neighboring access points in the
AP_Info can fulfill the QoS requirement for the asking mobile node without using the
channel switching mechanism to ask other mobile nodes for re-association. Therefore,
if the access point receives a Q-RQ packet from the mobile node, we will examine the
access points listed in the Q-RQ packet one by one. And the access points in the list
are sorted according to the remaining resources. If we do find a SSID that occurs in

both the AP_Info and the MN_APL.ist, we will further check whether the remaining
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resource of the entry found in the AP_Info satisfies the resource requirement of the
requesting mobile node. Once the requirement is fulfilled, the access point availability
check function mechanism will respond with a success message and inform the
mobile node regarding the new entry's SSID to re-associate with. Besides, the access
point availability check function will also inform the access point which owns the
SSID that a mobile node is going to associate with it. If, unfortunately, there is no
such entry that satisfies the resource requirements in both the AP_Info table and the
access point list, then the access point availability check function will respond with a

failure message and trigger the QoS negotiation mechanism. There are illustrations in

Figure 3.2 and Figure 3.3.

Service Type Level Throughput Delay Jitter

Premium= | Video TH+3 |- Video D 3 Video J 3
Video Advanced® | Video=TH+2;| Video D 2 Video J 2
Basic Video.TH 1'| Video D_1 Video J 1
Premium | Voice TH 3 | \Woice D 3 \Woice J 3
\oice Advanced | Woice_ TH 2 | Woice D 2 \oice_J 2
Basic Voice TH 1 | \Woice D 1 \Voice J 1

Premium | BE_TH_3 BE_ D 3 BE J 3

Best effort Advanced BE_TH_2 BE_D 2 BE_J 2

Basic BE_TH_1 BE D 1 BE J 1

Default Basic DF TH 1 DF D 1 DF J 1

Table 3.1 Threshold of service type and level.
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3.4 Channel Switching Mechanism

When the access point triggers the QoS negotiation mechanism, it means that
some mobile nodes should change their association with other neighboring access
points if possible. Therefore, the channel switching mechanism needs the information
about both the service requirement and these access points heard by each mobile node.
The access point can obtain much useful information provided by the QoS manger.
According to the information, the channel switching mechanism will select the best
access point from a list of APs which is stored in the QoS AP list response, and ask
the mobile node to re-associate with this new access point.

The channel switching mechanism contains the load-balancing control algorithm
and the re-association announcement. The operation and the relationship of them is
that, if the access point receives:a Q-List-RS packet, it will start the load-balancing
control algorithm first to determine which mobile “nodes should re-associate with
which access point, according’-to the access point information contained in the
MN_APList. Secondly, the re-association:announcement is used to inform both the
neighboring access point which can support the service requirement from these
mobile nodes as well as the mobile node which need to do re-association. We will

introduce more details about these mechanisms

3.4.1 Load-Balancing Control Algorithm

At the beginning, we introduce some parameters used in this algorithm.

(1) AP_Info: a table that records the SSID and the remaining resource of the
access point and its neighboring access points.

(2) MN_Info: a table that records the resource requirement and the APs list

heard by the mobile node.
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(3) Re-associate_Info: a table that records the mobile node and its newly
re-associated SSID.

(4) RSoriginal_req: the resource requirement from initial QoS request packet and
re-defined by the service quality requirement table, or defined by access
point.

(5) RSprovide: it indicates the available resource in the access point after
redistributing the mobile nodes.

(6) RSremain: the remaining resource of each neighboring access point, stored in
the AP_Info.

(7) RSrequire:  the resource requirement re-defined by the service quality

requirement table from each mobile node, recorded in MN_Info.

When the access point- receives' a.-Q-List-RS packet, it will run the
load-balancing control algorithm. The Q-List-RS packet contains the information
about: (1) the level of service required for the.mobile node (RSrequire), (2) Service type,
(3) the list of APs which the mobile node can hear (MN_APLIist), this is stored in
MN_Info table. Moreover, the access point has the load information of neighboring
access points by using the QoS manger to exchange the announcement to each other,
this contains SSID and RSemain,, Which are stored in AP_Info. According to the above
information stored in AP_Info and MN _Info, the load-balancing control algorithm can
calculate the total resource that neighboring access points can provide, as well as how

many and which mobile nodes have to re-associate.

[Scenario]

To explain our algorithm we use a scenario for demonstration. There are four
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access points in the network (AP1, AP2, AP3 and AP4), and six mobile nodes (MN1,
MN2,..., and MNG6) associated with AP1. Before we run the algorithm, we should
define the RSqringin_req Value initially. There are two methods to define the RSoringin_req:
(1) If the mobile node has sent the Q-RQ and the AP availability check function
replies a failure, the RSoringin req 1S €qual to the service’s level threshold in the service
quality requirement table (defined in Section 3.3), (2) Otherwise, if the access point
triggers the QoS negotiation by itself, the RSeringin req IS defined by the access point
(Ex: 10% of its capacity). In this scenario, for example, the RScringin_req iS Set to 900.
Besides, we also sort the AP_Info table with the key RSremain in descendent order

(Figure 3.6).

AP _Info AP _Info
SSID |RS,emain SSID | RS;¢main
sorted by
AP2 500Kb RS, descending AP4 800 Kb
AP3 | 300 Kb AP2 500 Kb
AP4 | 800 Kb AP3 | 300 Kb

Figure 3.6 The AP_Info table is sorted with RSremain.

After that we start the algorithm and configure each mobile node’s RSyequire DY
looking up the service quality requirement table; To find whether there is any access
point which can be re-associated with, we examine the RSyequire in the MN_Info and
the RSemain in the AP_Info. Besides, we also check the record in MN_Info in order by
the following condition:

(1) Has this record of MN_Info been marked?( it means this record has been

assigned a new SSID to re-associate with) ,
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(2) Can this SSID of the AP_Info be found in APs list of current mobile node
from MN_Info? ,
(3) Is the RSremain equal or greater than RSyequire OF current mobile node from

MN_Info?

By using these three conditions, we can judge that is the current access point

suitable for the current mobile node. (Figure 3.7)

AP_Info MN_Info

SSID | RSemain MN  |RS,.i |APlist[0]|APlist[1]|APlist[2]|APlist[3]|Marked

require

Y 80?%;2 mn: o0 4 AP1 (Capa ) No )—
AP2 | 500 \5@3\ mnz (500 ) APL | T No

AP3 | 300 MN3 (300 ) AP1 ap2  (CAP4 ) C No
. MN4 300 AP1 No
RSoriginal_req =900 MN5 400 AP1 AP2 No
MN6 500 AP1 AP2 AP3 AP4 No
RSprovide =0 |
| AP4 can not support the requirement of MN1 I
Re-associate Info | AP4 can not be heard by MN1 I:
MN SSID AP4 can be associated with MN3, and it

recorded to the Re-associate_Info
VN3 | AP4

Figure 3.7 Comparison of the AP_Info with MN_Info.

If all answers are “YES”, it means that the current access point can provide the
bandwidth and can be associated with current mobile node, so we set “YES” to the
marked value to express that it has already been assigned a new SSID. We also record
the current mobile node and its new SSID into the Re-associate_Info, and we will

calculate the following equations:
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(1) RS....=RS . +RS

provide provide require_ j !

(2) RS =RS ~RS

remain_i remain_i require_j *

Otherwise, it means that the current access point does not meet the QoS
requirement of the current mobile node or the current mobile node has already
assigned a new SSID to re-associate with. Therefore, we need to check the next record
in MN_Info and repeat the procedure, until the RSprovide IS increasing to enlarge the
RSoringin_req OF there are no more matched record in both the AP_Info and the MN_Info.

The process is shown in Figure 3.8 (a) — (c).

AP_Info MN_lInfo
SSID | RS,cmain MN RS, equire [APlist[O]|APlist[1]| APlist[2]| APlist[3]| Marked
gu—— T —
< AP4 800 MN1 900 AP1 AP4 No
AP2 500 MN2 500 AP1 No
AP3 | 300 wns (300 ) apt | ar2 (CaPa ) =
MN4 300 AP1 No
RSoriginal_req =900 MNS5 | 400 AP1 AP2 No
mne (500 ) AP1 | AP2 | APz [(aP4 X No )}
RSprovide =0

AP4 can be associated with MN3 and MN6,
and it is recorded in the Re-associate_Info

Re-associate_Info

MN | SsiD e
O match & " 2 not match

MN3 | AP4
MN6 AP4

A

Figure 3.8(a) The first round of the procedure.
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AP_Info MN_lInfo
SSID | RS emain MN | RS equire [APlist[O]|APlist[1]|APIlist[2]| APlist[3]| Marked
AP4 0 MN1 | 900 | AP1 AP4 No
 AP2 | 500 MN2 | 500 | AP1 No
P —— —
AP3 | 300 MN3 | 300 APL | AP2 | AP4 Yes
MN4 | 300 AP1 No
= ~ ~ ~
RS riginal_req =900 mns (Cao0 ) apt (Cap2 ) Cho
MN6 | 500 APL | AP2 | AP3 | AP4 | Yes
RSprovide =800
AP2 can be associated with MN5, and it is
) recorded in the Re-associate_Info
Re-associate_Info
MN SSID | | e e, .
O : match ) “: :not match
MN3 | AP4 | | T
MN6 | AP4
MN5 | AP2
Figure 3.8(b) The second round of the procedure.
o 1
|
AP_Info MN_Info
SSID | RS emain MN | RS e [APlist[O]IAPIlist[1]|APlist[2]| APlist[3]| Marked
AP4 0 MN1 | 900 | AP1 AP4 No
AP2 | 100 MN2 | 500 | AP1 No
AP3 | 300 MN3 | 300 AP1 | AP2 | AP4 Yes
MN4 | 300 AP1 No
RSoriginal_req =900 MNS | 400 AP1 AP2 Yes
MN6 | 500 AP1 | AP2 | AP3 | AP4 | Yes
RS, ovice = 1200
L= > . =
. RS provide 1200 = RSorlglnal_req 900
Re-associate_Info
MN SSID | (e, .
O match & _:  not match
MN3 | AP4 | e
MN6 | AP4
MN5 | AP2

Figure 3.8(c) The final result of all parameters.
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The more detailed algorithm is shown in Figure 3.9. In this algorithm, we check
not only the record in the AP_Info and MN_Info, but also RSprvige during the
procedure. If RSprvide 1S €qual to or greater than RSyriginai req, We Will exit the
procedure because it means that we only need to ask these mobile nodes to
re-associate with, then we can support the original QoS requirement. We do not check
the other access points or mobile nodes so that we can reduce unnecessary overhead

and determine the list of re-associating mobile nodes as quick as possible.

sort AP_Info according to the RS and ranked decreasing by RS,

while RS >= RS o

{
for each AP i from AP load information (AP_Info) table

{

remain

arigin_req

for each MN j from MN information (MN_Info) table
{

f RS uran >= RS
{
RSyovice = RS
RS

and MN;is not marked and AP_List;= AP, then

require_j

e RSrquireJ
- RSrquireJ

provide

remain_i = RSremain_i

record MN; needs to re-associate with AP, in re-associate table
and mark MN;

}

if RS < RS, . then break

arigin_req

}
if RS < RS, e then break

arigin_req

Figure 3.9 The Load-balancing Control Algorithm.

At last, the records in the Re-associate_Info can be used to provide the channel
switching mechanism to be announced to the mobile nodes. However, if no mobile

nodes can hear other access points except the currently associating AP or no access
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point can support the mobile nodes’ requirement, there will be no record stored in

Re-associate_Info, and it means that the request QoS service can not be supported.

3.4.2 Re-associated Announcement

When we finish the load-balancing control algorithm, the re-association
announcement will be used. The purpose of the re-association announcement is to
inform the mobile node to re-associate with another access point, and to inform the
access point that a mobile node is going to associate with it.

After finishing the load-balancing control algorithm, there may be some record
in the Re-associate_Info (defined in Section 3.4.1). If there is at least one record, then
the access point will send announcements. with the new SSID to the mobile node
Re-associate_ Info table one by.one to. inform. the:mobile nodes which access point
they should re-associate with. Then the access point will also inform these new access
points regarding those mobile nodes:to.be associating with them. As long as RSrovide
becomes no less than a half RS orginal_ req: €Ven if the RSprovige IS Smaller than the RS
orginal_req after finishing the algorithm, we will still ask the mobile node in the
Re-assocaite_Info table to perform re-association. Although this action may not fulfill
the requested requirement, it can reduce some traffic loads. When a mobile node
receives this announcement it will re-associate with the new access point. Therefore,
the traffic load will be reduced after this procedure. However, if the Re-associate_Info
table is empty, it means that there is no mobile node could re-associate with or no
access point could support this kind of QoS requirement, and the access point will
respond a request failare use message to the requesting mobile node.

Figure 3.10 shows the procedure of re-association announcement, according to

the Case 2 in Section 3.2.2 (Figure 3.3). After the second channel switching
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mechanism, the AP1 asks the MN2 and MN3 to re-associate with the AP2 and AP3
respectively (Step 4), as well as inform the AP2 and AP3 that there will a new mobile
node to be associating with them (Step 5). Later, when the MN2 and MN3 join AP2

and AP3, the channel switching is completed and the traffic load of the AP1 will be

reduced.
AP2 AP3 AP1 MN1 MN2 MN3
Threshold
exceed
1] QoS request
S Q q
<
Can any AP support? | 2 Brogdcast QoS AP list|request (Q-List-R®)
&
%
3] QoS AP list respofse (Q-List-RS) >
Enable channel switching
5. Inform the AP% and AP3 4. Send the gnnouncement to NIN2 and MN3
/\
——————
/ 6. re-association

Figure 3.10 The re-association announcements procedure

3.5 Cooperation of Proposed Mechanisms

When our system works in the wireless network, the dynamic QoS guarantee
mechanism cooperates with the AP availability check function and the channel
switching mechanism. The dynamic QoS guarantee mechanism works both in the

mobile nodes and the access points. By using this mechanism, it not only monitors the
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traffic load in each element in wireless network, but also triggers the mechanism to
QoS guarantee on time. In addition, it also collects the information of service
requirement, the remaining resource of the neighboring access points and so on,
which will be used in either the channel switching mechanism or the AP availability
check function. Besides, in order to guarantee the QoS dynamically, the mobile nodes
will put forward their service requirement as necessary, and the access point will
accept and deal with these requirement requests one by one.

The AP availability check function only works in the access point. It is designed
to find out whether there is neighboring access point suitable for the mobile nodes
without asking other mobile nodes to do re-association. When we receive the QoS
requirement of the dynamic QoS guarantee mechanism from the mobile node, we will
check the availability of neighboring access points.using this function. If the answer is
“success”, then we do not have 10 ask other mabile nede for re-association. Otherwise,
we will use other mechanism to-solve.this-problem.

If the access point needs to ask the associated mobile nodes for re-association,
we will use the channel switching mechanism, which only works in access point. By
using the load-balancing algorithm of the channel switching mechanism, it can
determine which mobile node should re-associate with which access point. After we
obtain the list of the re-association information, the re-association announcement will
inform both neighboring access points and mobile nodes. After these procedures, the

QoS service can be achieved and traffic load balance in access point can be improved.
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Chapter 4

Performance Evaluation

In this chapter, we evaluate the performance of the channel switching
mechanism for the QoS on wireless network. We use the network simulation “ns-2
version 2.277[15] to evalute the performance of our system. In Section 4.1, we first
show an overview of the scenario. In Section 4.2 and 4.3, the experiment results of the

network are presented.

4.1 Experimental Scenario

Figure 4.1 shows our scenario for performance.evaluation in the system.

ims S I l AP2 +————

\\\ 2% \ /,"js h \ \\\\\ ”
N6 VN4 >/ 100Mbps 4

1ims ~=

s

~

Acceps router

\_ 100Mbps

N 1ms .
N N\ /100Mbps /
l l N N 1ms I 1
— AP3 > AP4
I

Figure 4.1 Simulation scenario.
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There are four access points and seven mobile nodes in the network. On one
hand, each access point connects to the access router with a 100Mbps/1ms wired link,
and each has some overlapped coverage in the network. On the other hand, the mobile
nodes use IEEE 802.11b standard supporting a data rate of 11Mbps to communicate
with the access points. At the beginning of our simulation, there are six mobile nodes
(MN1, MN2,...,MN6) associating with AP1 and one mobile node (MN7) associating
with AP2, and the AP3 and AP4 have no mobile nodes associating with them. Later
we will run some applications with TCP or UDP traffic to demonstrate the

performance in mobile nodes and the overall network utilization.

4.2 Performance Comparison

Based on the scenario in Section 41, we use the FTP application with TCP
traffic for mobile nodes to communicate with access points and the total simulation
time is 300 seconds. In this section;we will-compare the performance between the

QoS network and the non-QoS network.

[Throughput]

Figure 4.2 illustrates the average throughput distribution under different
numbers of mobile users. The result shows when more and more traffic pass through
the AP1, the average throughput of MN1 will be decreasing. Therefore, the average
throughput of the non-QoS network is 2230Kbit/sec with one mobile node, and if a
new mobile node joins to the network, the throughput will be reduced to 1122Kbit/sec.
When there are total six mobile nodes, the overall throughput of non-QoS network
will be reduced to 371.8Kbits/sec. In this case, if the MN1 asks to use the channel

switching mechanism to acquire the QoS, the throughput distribution will become
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more stable even if the total number of mobile nodes is increasing. Since we can
trigger other mobile nodes (MN2, MN3, MN4, MN5, MNG6) to re-associate with the
neighboring access points which can provide better QoS service, unless that MN1
QoS-enable cannot reach other access points. In addition, the average throughput of
the QoS network is about 2150 Kbits/sec and does not show any poor performance. It

means that the network will benefit from our mechanism.

The throughput of MN1

2500

2000 |

Enon-QoS
1500 B QoS

1000 |

Throughput (Kbits/sec)

500

1 2 5 6

Numbér of Mobilé Nodes

Figure 4.2 The throughput of MNL1.

[Utilization]

We can compare the users’ distribution between the cases with our mechanism
to the original wireless network without it (Figure 4.3). In the non-QoS network, the
AP1 has six mobile nodes with the heavy traffic load, whereas the other access points
(AP2, AP3, AP4) have very light traffic load. All the mobile nodes are clustered in the
AP1’s covering region, and the network cannot support the load balancing. However,

for the QoS-enabled network, according to the initial location of the mobile nodes,
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mobile nodes will be asked to re-associate with other access point if possible, and the

access points’ traffic load can be balanced by using our mechanism.

Utilization
7
6 |
o 5 [
[«5]
s , L
5 4 O non-QoS
S 3 B QoS
1]
>
[ 2 L
AN 1 B
0
AP1 AP2 AP3 AP4
Access Point

Figure 4.3 Utilization of each access point.

4.3 The Performance for Various Service Requirements

In the previous section, we can observe that the performance of our mechanism
is better than the original wireless network. Now, we will focus on the performance of
different service requirements to examine whether our mechanism can improve the
QoS on wireless network. We will use two kinds of situation based on the scenario in
Section 4.1 in order to compare the non-QoS network and the QoS-enable network for

each different service requirements of mobile nodes.

[Case 1] : The basic requirement is satisfied
We assume that initially there is a media server sending the video stream to the
MN1 with 300 Kbps data rate in 1000-Byte UDP packets. Also, another mobile node

joins the network and transmits the video data. Figure 4.4 shows that during the
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beginning 0 ~ 20 seconds, five mobile nodes transmit application data. At the 20y,
seconds, the MNG6 joins the network, and asks for the 500Kbps sending rate with the
UDP packet size 1000 Bytes. The overall throughput of all mobile nodes is then
decreased when there are more and more traffic entering this wireless network. The
total simulation time in this case is 300 seconds.

When the QoS manger of MN1 detects that the throughput is less than 280 Kbps
which is not sufficient, the MN1 will send the Q-RQ packet to the access point to
request basic video quality, and then the channel switching mechanism will be
enabled. Therefore, the MN1 send the basic video request to the access point. Since
MN1 cannot hear any other access point except the AP1, our mechanism cannot
perform re-association and thus need to ask some other mobile nodes to re-associate
with its neighboring access points..After the channel switching, the traffic load will be
reduced after some mobile nodes has been re-associating with the other access point,
and the throughput of MNL1 in the QoS-enable network will become stable and reach
300KDbit/sec again. However, the “throughput of the mobile node in the non-QoS
network will become unstable and down to 227 Kbit/sec. In addition, the delay
performance of the MNL1 video traffic will be also reduced, as shown in Figure 4.5. If
we use the channel switching mechanism, it will be reduced to 20ms comparing to the
115 ms delay in a non-QoS network. After re-associating with the new access point,
the utilization of each access points is shown in Figure 4.6. The throughput and delay
between the QoS and non-QoS network shows that our mechanism can improve the

network performance effectively.
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Figure 4.4 The throughput of MN1 with video traffic.
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Figure 4.5 The delay of MN1 with videos traffic.
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(MNZ1 request Good Level Video service)

[Case 2] : Higher level requirement is-satisfied

Figure 4.4, the MNL1 only requests the throughput to reach 300Kbps which is
same as the original requirement. If the MN1 wants a better video quality, it will need
to send the Q-RQ packet for higher data rate. For example, it wants the data rate
speeded up from the Advanced level (300Kbps) to the Premium level (600Kbps).

In order to get the best video quality, we should ask more mobile nodes to
re-associate with neighboring access points as more as possible to release more
resource. When the throughput is decreasing or the mobile nodes want the access
point to provide the QoS, the mechanism will be enabled. As shown in Figure 4.7, by
using the proposed mechanism, the MNL1 requests the Premium level of video, the
throughput of the QoS-enable MNL1 is growing very fast it reaches to 600Kbps at 100
seconds. On the other hand, the throughput of non-QoS MNL1 is growing slowly and

always below the requirement (600Kbps), because there is no enough resource which
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can be provided to the MN1.
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Figure 4.8 Delay of MN1 with Best Level of Video.
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Figure 4.8 shows the delay of MN1 with the Premium level of Video. We will
ask four mobile nodes to re-associate with neighboring access points in order to
provide the MN1’s quality requirement. After the channel switching mechanism, the
delay will be reduced to less than 20 ms, because there are still two mobile nodes
associating with the AP1 and sending the application data (Figure 4.8). Later, this
mobile node will stop its transmission at 145 seconds, and the delay will be reduced to
0 second. After re-associating with the new access point, the utilization of each access

points is shown in Figure 4.9.
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Figure 4.9 Utilization of access points.
(MNL1 request Best Level Video service)

[Case 3] : Partially satisfied quality requirement

In this case, we consider one situation that if the channel switching mechanism
can provide at least half of the requirement rather than the whole requirement. Unlike
previous case 2, we add more traffic loads to each mobile node, and there are only

two mobile nodes re-associating with AP3 and A4 after the channel switching
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mechanism.

Figure 4.10 illustrates the throughput in this situation. When the traffic loads
become heavier in each mobile node, we can also enhance the throughput of the MN1
by using our mechanism. The MNL1 request the Premium level of video service, but
only AP3 and AP4 can provide the quality requirement to MN4 and MNS5,
respectively. After the switching mechanism, although the resource provided to the
AP1 cannot fully satisfy the MN1’s requirement, over half of the requirement is still
satisfied. As shown in Figure 4.10, the throughput of MN1 is still increased
significantly whereas the throughput of the non-QoS network is very poor. After
re-associating with the new access point, the utilization of each access points is shown

in Figure 4.11.
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Figure 4.10 Throughput of MNL1 for partially satisfied quality.

Therefore, we prove some advantage of the channel switching mechanism after

simulating these three cases, there are:
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(1) It can recover the quality from poor to normal quickly.

(2) It can reduce the transmission delay and efficiently improve the average
throughput of mobile node.

(3) The mobile node does not need to move away to find out the other available
access point or exam the access point one by one manually, if the mobile
nodes is already in the overlapped region.

(4) 1t can provide the dynamic QoS requirement for each mobile node.

(5) It can achieve the load-balancing among neighboring access points and

improve the overall utilization of the network.
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Figure 4.11 Utilization of access points for partially satisfied quality.

4.4 The Overhead of Our Mechanism

In order to provide the QoS with our mechanism, any benefit derived from the
mechanism comes with certain cost to the user and the network. The wireless LANs

have to be overlapping coverage among access points for our mechanism to work.
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Therefore, the network administrator should effectively plan the location of the access
points to provide the overlapping coverage beforehand. Fortunately, there are many
wireless network established recently and most of them have overlapping coverage.
By using this property, we can perform our mechanism under such network topology.

Another overhead of our mechanism is to aggregate the load information from
neighboring access points, and update this information periodically. In order to reduce
the load of network, in our system, the load information is exchanged every few tens
seconds. As a result, the load information does not impose heavy overhead on the
mechanism in the communication to update the resource information.

Later, for the mobile node, in order to de-associate from one access point and
re-associate with a new one, some overhead regarding scanning RF channels and
switching to the new channel. If the network is using the mobile IP, the overhead will
increase because the mobile nodes.need to register and authenticate with HA and FA.
Therefore, when the mobile nodei.is-asked-.to ‘re-associate with other AP, the
connection may be broken for a shert interval-before finishing the channel switching
procedure, if the access corresponding points are in different domain, and

authentication is required.
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Chapter 5

Conclusions and Future Work

In this thesis, we proposed an efficient channel switching mechanism to improve
the QoS in the wireless LAN. In general, when the mobile users want to use the
wireless network, they usually associate with the highest signal strength access point
from the heard list. But according to the users' behavior and some geographical reason,
most people in the same area will connect to the same access point, therefore, the
traffic load will become heavy. If the mobile users need the better service quality,
there are two possible methods: (1) if the mobile node can hear other access point,
then it can try to connect to them and check which access point can support its
requirement, (2) if the mobile node.cannot hear other access point, it may change its
location and to try to find out other access-point.

Because of the above reasons,-the mobile users may feel inconvenient for
requesting better transmission quality. In our mechanism, firstly, we can change the
mobile users’ association automatically and select the access point which can fulfill its
requirement. Secondly, if there is no suitable access point for the requesting mobile
node, we can ask other mobile node to re-associate with other access points in the
overlapped region. In this way, the transmission quality can be improved without
unnecessary movements, which the utilization and the performance of access points
and overall network will also be improved. The simulation result shows that the
mechanism can enhance the performance of the network and provide the QoS as
quickly as it can.

As part of the future work, we can implement it to the access point or base

station. Also we can modify the channel switching algorithm by adding some priority
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policy to decide which mobile nodes should perform re-association. For example, we
can rank the mobile nodes based on re-associating times in order to avoid the
overhead of frequent changing of association. We can also add the billing mechanism
into our system. According to each user’s service change, the system will give mobile
nodes different priorities for asking different levels of service requirement. By using
our mechanism, the network administrator can decide how to re-distribute the
association of mobile nodes by its own policy in order to enhance the performance on

the wireless network.
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