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Abstract – Nodes in mobile ad hoc networks communicate with one another via packet radios on wireless multihop links. Because of node mobility and power limitations, the network topology changes frequently. Routing protocols therefore play an important role in mobile multihop network communications. A recent trend in ad hoc network routing is the reactive on-demand philosophy where routes are established only when required. Most of the protocols in this category, however, use single route and do not utilize multiple alternate paths. In this paper, we propose a scheme to improve existing on-demand routing protocols by creating a mesh and providing multiple alternate routes. Our algorithm establishes the mesh and multipaths without transmitting any extra control message. We apply our scheme to the Ad-hoc On-Demand Distance Vector (AODV) protocol and evaluate the performance improvements by simulation.

I. INTRODUCTION

Ad hoc networking [7], [9] has emerged as one of the most focused research areas in the field of wireless networks and mobile computing. Ad hoc networks consist of hosts communicating one another with portable radios. These networks can be deployed impromptu without any wired base station or infrastructure support. In ad hoc mobile networks, routes are mainly multihop because of the limited radio propagation range, and topology changes frequently and unpredictably since each network host moves randomly. Therefore, routing is an integral part of ad hoc communications, and has received interests from many researchers. A new style of routing called “on-demand” routing has been proposed for ad hoc networks. Unlike table-driven (i.e., distance vector [12] and link state [13]) routing protocols, each node in on-demand routing does not need periodic route table update exchange and does not have a full topological view of the network. Network hosts maintain route table entries only to destinations that they communicate with. The Ad-Hoc On-Demand Distance Vector (AODV) [17] protocol, one of the on-demand routing algorithms that are receiving the most attention, however, does not utilize multiple paths. Consequently, when route disconnects, nodes of the broken route simply drop data packets because no alternate path to the destination is available until a new route is established. When the network traffic requires real time delivery (voice, for instance), dropping data packets at the intermediate nodes can be costly. Likewise, if the session is a best effort, TCP connection, packet drops may lead to slow start, timeout, and throughput degradation.

In this work, we propose an algorithm that utilizes a mesh structure to provide multiple alternate paths to existing on-demand routing protocols without producing additional control messages. Having multiple alternate paths in ad hoc networks is beneficial because wireless networks are prone to route breaks resulting from node mobility, fading environment, signal interference, high error rate, and packet collisions. It is also important to generate multiple routes without propagating more control messages than when building only single route. Minimizing the number of packet transmissions is critical in ad hoc networks with limited bandwidth and shared wireless medium.

There are a couple of multicast protocols that rely on the mesh topology for communications between multicast members: the On-Demand Multicast Routing Protocol (ODMRP) [1], [10] and the Core Assisted Mesh Protocol (CAM) [4], [5]. Because of the richer connectivity of a mesh, these protocols have been shown to perform well compared with tree based single route protocols [4], [11]. When unicasting, we can also use alternate paths provided by the mesh to deliver data packets when the primary route becomes disconnected. Our scheme is inspired by the duct routing scheme [20] proposed in the early 1980s. Duct routing, however, suffers from some limitations; data packets are propagated in duplicates through multiple routes at all instances, thus creating excessive redundancy that causes congestion and collision. In our algorithm, on the contrary, multiple alternate paths are utilized only when the primary route is disconnected. Another difference between the two algorithms is that our protocol builds routes on demand. Wang and Crowcroft [22] also proposed a protocol that uses an alternate path only when data packets are not deliverable through the primary route. That scheme however, is based on Shortest Path First (SPF) algorithm for wire-line networks. There are some related work on protocols using multiple routes in ad hoc networks; the scheme by Nasipuri and Das [14], [15], Temporally-Ordered Routing Algorithm (TORA) [16], and Routing On-demand Acyclic Multipath (ROAM) [18], but these algorithms require additional control message to construct and maintain alternate routes.
routes.

The rest of the paper is organized as follows. Section II illustrates the protocol operation in detail. Performance evaluation via simulation is presented in Section III and concluding remarks are made in Section IV.

II. PROTOCOL CONCEPT

In this section, we present the operation details of our scheme. Since the purpose of our study is to improve the performance of existing on-demand protocols (specifically AODV in this paper), our protocol description is based on AODV. Our modifications to AODV for applying our scheme is also introduced.

A. Route Construction

Our scheme can be incorporated with reactive routing protocols that build routes on demand via a query and reply procedure. Our algorithm does not require any modification to the AODV’s RREQ (route request) propagation process. When a source needs to initiate a data session to a destination but does not have any route information, it searches a route by flooding a ROUTE REQUEST (RREQ) packet. Each RREQ packet has a unique identifier so that nodes can detect and drop duplicate packets. An intermediate node, upon receiving a non-duplicate RREQ, records the previous hop and the source node information in its route table (i.e., backward learning). It then broadcasts the packet or sends back a ROUTE REPLY (RREP) packet to the source if it has a route to the destination. The destination node sends a RREP via the selected route when it receives the first RREQ or subsequent RREPs that traversed a better route (in AODV for instance, fresher or shorter route) than the previously replied route.

The mesh structure and alternate paths are established during the route reply phase. We slightly modify the AODV protocol in this procedure. Taking advantage of the broadcast nature of wireless communications, a node promiscuously “overhears” packets that are transmitted by their neighboring nodes. From these packets, a node obtains alternate path information and becomes part of the mesh as follows. When a node that is not part of the route overhears a RREP packet not directed to itself transmitted by a neighbor (on the primary route), it records that neighbor as the next hop to the destination in its alternate route table. A node may receive numerous RREPs for the same route if the node is within the radio propagation range of more than one intermediate node of the primary route. In this situation, the node chooses the best route among them and inserts it to the alternate route table. When the RREP packet reaches the source of the route, the primary route between the source and the destination is established and ready for use. Nodes that have an entry to the destination in their alternate route table are part of the mesh. The primary route and alternate routes together establish a mesh structure that looks similar to a fish bone (see Fig. 1).

B. Route Maintenance and Mesh Routes

Data packets are delivered through the primary route unless there is a route disconnection. When a node detects a link break (for example, receives a link layer feedback signal from the MAC protocol,\(^1\) does not receive passive acknowledgments,\(^2\) does not receive hello packets for a certain period of time, etc.), it performs a one hop data broadcast to its immediate neighbors. The node specifies in the data header that the link is disconnected and thus the packet is candidate for “alternate routing.” Upon receiving this packet, neighbor nodes that have an entry for the destination in their alternate route table, unicast the packet to their next hop node. Data packets therefore can be delivered through one or more alternate routes and are not dropped when route breaks occur. To prevent packets from tracing a loop, these mesh nodes forward the data packet only if the packet is not received from their next hop to the destination and is not a duplicate. When a node of the primary route receives the data packet from alternate routes, it operates normally and forwards the packet to its next hop when the packet is not a duplicate. The node that detected the link break also sends a ROUTE ERROR (RERR) packet to the source to initiate a route rediscovery. The reason for reconstructing a new route instead of continuously using the alternate paths is to build a fresh and optimal route that reflects the current network situation and topology.

Our alternate route utilization mechanism is similar to that of DSR (Dynamic Source Routing) [8], but has the following differences. Our scheme uses the mesh link only to “go around” the broken part of the route. In DSR, on the other hand, the node that detects a route disconnection can salvage the data by replacing in the source header the entire remaining route to the destination with an alternate route stored in its route cache. The DSR backup scheme requires considerable

\(^1\) MAC protocols such as MACAW [3] and IEEE 802.11 [6] have this capability.

\(^2\) This technique was introduced by Jubin and Tornow in their early work on packet radio networks [9]
cache storage overhead. Another difference is that the node of DSR sends a RERR packet to the source only when it has no alternate route and cannot salvage the data. Therefore, routes in DSR are refreshed less often compared with our scheme.

In AODV, a route is timed out when it is not used and updated for a certain duration of time. We use the same technique for timing out alternate routes. Nodes that provide alternate paths overhear data packets and if the packet was transmitted by the next hop to the destination as indicated in their alternate route table, they update the path. If an alternate route is not updated during the timeout interval, the node removes the path from the table.

C. Example

Fig. 2 is an example showing how the mesh and alternate routes are constructed and used in data delivery. When the RREQ reaches the destination node D, the primary route \(<S-A-B-C-D>\) is selected. The destination D sends a RREP to node C. Nodes Y and Z, who are within the propagation range of D, overhear the packet and insert an entry into their alternate route table. This process is shown in Fig. 2(a). After receiving this RREP, only node C relays the packet to node B since it is part of the route. Again, one hop neighboring nodes can overhear the packet. Nodes W and X record node C as the next hop to the destination D in their alternate route table. Node Y and Z, on the contrary, do not update their table since they already have a path to D. Likewise, node D does not react to the RREP transmission by node C since it is the destination (and part of the route). Fig. 2(c) shows the state when the RREP reaches the source node S and builds the primary and multiple alternate routes. Fig. 2(d) illustrates the usage of an alternate path when the primary route gets disconnected. Node B moved out the radio range of its next hop node C. After receiving the data packet from node A, node B forwards it to node C. The packet will fail to be delivered since node C is not reachable. Node D then broadcasts the packet to its neighbors for alternate paths to salvage the data. Nodes A and W receive the packet, but node A drops it upon duplicate detection. Node W, on the other hand, recognizes the primary route disconnection by reading the packet header. It looks up in its alternate route table and finds C as its next hop to the destination. It unicasts the packet to node C, and eventually the packet reaches the destination.

In the above example, the destination of the route receives the data packet via an alternate route that is longer in hop distance than the primary route. There can be instances where alternate routes have the same path length as the primary route. In Fig. 3, for example, when the link between nodes B and C fails, node Z of the mesh forwards the packet from node B directly to the destination node D without sending it through node C. Therefore, the packet is delivered through the path \(<S-A-B-Z-D>\) that has the same hop length as the primary route \(<S-A-B-C-D>\).

D. A Variant

To improve the efficiency of the protocol, mesh nodes optionally may not relay the data packet when they overhear other salvaged transmissions. Let us use Fig. 3 as an example again. Consider that node A has failed to verify the packet delivery to node B. When node A seeks help from neighboring nodes in the mesh, nodes W and X are available. Assume that node W
receives the packet first and sends it to node $B$. Node $X$ hears the transmission from node $W$ to node $B$ if it is within the radio propagation range of node $W$. Node $X$ can choose not to relay the data packet from node $A$, since node $W$ already attempted to salvage the data. In our current implementation however, node $X$ still sends the data packet to node $B$ for added redundancy since node $B$ might have moved out of the radio range of node $W$.

III. SIMULATION EXPERIMENTS

A. Simulation Environment

To evaluate the performance improvements made by our backup routing, we compare the simulation results of the AODV protocol with and without applying our scheme. In this section, we termed the AODV protocol that applied our algorithm as AODV-BR (AODV with Backup Routes).

The simulator was implemented within the Global Mobile Simulation (GloMoSim) library [21]. The GloMoSim library is a scalable simulation environment for wireless network systems using the parallel discrete-event simulation capability provided by PARSEC [2]. Our simulation modeled a network of 50 mobile hosts placed randomly within a 1500 meter × 300 meter area. Radio propagation range for each node was 250 meters and channel capacity was 2 Mb/s. Each run executed for 300 seconds of simulation time.

A free space propagation model with a threshold cutoff [19] was used in our experiments. In the free space model, the power of a signal attenuates as $1/d^2$ where $d$ is the distance between radios. In the radio model, we assumed the ability of a radio to lock on to a sufficiently strong signal in the presence of interfering signals, i.e., radio capture. If the capture ratio (the minimum ratio of an arriving packet’s signal strength relative to those of other colliding packets) [19] was greater than the predefined threshold value, the arriving packet was received while other interfering packets were dropped.

We used the IEEE 802.11 Distributed Coordination Function (DCF) [6] as the medium access control protocol. DCF is the mode which allows mobiles to share the wireless channel in an ad hoc configuration. The specific access scheme is Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) with acknowledgments. The nodes make use of Request To Send/Clear To Send (RTS/CTS) channel reservation control frames for unicast, virtual carrier sense, and fragmentation of packets larger than a given threshold. By setting timers based upon the reservations in RTS/CTS packets, the virtual carrier sense augments the physical carrier sense in determining when mobile nodes perceive that the medium is busy. Fragmentation is useful in the presence of high bit error and loss rates, as it reduces the size of the data units that need to be retransmitted. We did not employ fragmentation because our data packets were small enough that the additional overhead would reduce overall network throughput.

A traffic generator was developed to simulate constant bit rate sources. The sources and the destinations are randomly selected with uniform probabilities. There were ten data sessions, each with the traffic rate of four packets per second. The size of data payload was 512 bytes.

The random waypoint mobility model [8] was used. Each node randomly selects a position, and moves toward that location with a speed between the minimum and the maximum speed. Once it reaches that position, it becomes stationary for a predefined pause time. After that pause time, it selects another position and repeats the process. We varied the pause time to simulate different mobility degrees. Longer pause time implies less mobility. The minimum and the maximum speed were zero and 20 m/s, respectively.

B. Results and Analysis

Fig. 4 shows the throughput in packet delivery ratio. We can see that our scheme improves the throughput performance of AODV. As the mobility increases (i.e., pause time gets shorter), the performance gain by alternate routes becomes more significant. Because AMR attempts to use multiple alternative paths for data delivery in the presence of route breaks, the protocol is able to deliver more packets to the destination than AODV. AODV simply drops data packets when routes are disconnected. AODV-BR also has some packet losses. Alternate paths may be broken as well as the primary route because of mobility, or be unavailable and not discovered during the route reply phase. Moreover, packets can be lost because of collisions and contention problems.
End-to-end delay is presented in Fig. 5. As expected, AODV-BR has longer delays than AODV. We can only measure delays for data packets that survived to reach their destination. AODV-BR delivers more packets, and those packets that are delivered in AODV-BR but not in AODV, take alternate and possibly longer hop routes. AODV-BR having longer delays than AODV does not represent its ineffectiveness since these protocols use the same primary route.

Because AODV-BR and AODV both have the same amount of control message overhead, we used a different metric for efficiency evaluation. We present the number of hop-wise data transmission per data delivery to the destination in Fig. 6. We can observe that AODV-BR transmits slightly more data packets than AODV. There are two reasons for this result. First, when route break occurs, AODV-BR uses longer alternate paths to deliver packets that are dropped in AODV, as explained above. Second, when there are multiple alternate paths, redundancy is created and hence increases the number of data transmission. We can learn from this result that we need to sacrifice efficiency in order to improve throughput and protocol effectiveness.

To investigate whether our scheme is still effective in heavy traffic situations, we increased the traffic load. In one experiment, we increased the number of data sessions with each session having the same traffic rate of four packets per second. In another experiment, we kept the number of sessions constant to ten and varied the traffic rate. Fig. 7 shows the packet delivery ratio for ten sessions and twenty sessions. Ten sessions results are from Fig. 4. We can see that the effectiveness of both protocols decreases because of the increase in packet collisions when there are more data sessions. Even though AODV-BR improved the performance of AODV in a ten sessions network, it actually performs worse than AODV when we doubled the number of data sessions. Since there are more communication routes, AODV-BR generates more alternate routes accordingly. When the mobility rate is high, many route disconnects occur and a number of nodes that are part of the mesh transmit data packets. These transmissions cause collision and make the scheme lose its effectiveness. In fact, data packets traversing through alternate paths collide with packets using primary routes and degrade the overall throughput.

Fig. 8 illustrates the packet delivery ratio with various data session traffic rate. Similar to Fig. 7, throughput of both schemes degrades as the network traffic load increases. AODV-BR still performs better than AODV when each source
routes will be significant in those environments. We believe the advantage of providing backup ways to make our protocol robust to traffic load. Additionally, we learned that however, our scheme does not perform well under heavy traffic networks. We are currently investigating mesh configuration provides multiple alternate routes and is constructed without yielding any extra overhead. Alternate routes are utilized only when data packets cannot be delivered through the primary route. As a case study, we applied our algorithm to AODV and measured performance improvements. Simulation results indicated that our technique provides robustness to mobility and enhances protocol performance. We presented a scheme that utilizes a mesh structure and alternate paths. Our scheme can be incorporated into any ad hoc on-demand unicast routing protocol to improve reliable packet delivery in the face of node movements and route breaks. The mesh configuration provides multiple alternate routes and is constructed without yielding any extra overhead. Alternate routes are utilized only when data packets cannot be delivered through the primary route. As a case study, we applied our algorithm to AODV and measured performance improvements. Simulation results indicated that our technique provides robustness to mobility and enhances protocol performance. We also learned that however, our scheme does not perform well under heavy traffic networks. We are currently investigating ways to make our protocol robust to traffic load. Additionally, we plan to further evaluate our scheme by using more detailed and realistic channel models with fading and obstacles in the simulation. We believe the advantage of providing backup routes will be significant in those environments.

IV. CONCLUSION

We presented a scheme that utilizes a mesh structure and alternate paths. Our scheme can be incorporated into any ad hoc on-demand unicast routing protocol to improve reliable packet delivery in the face of node movements and route breaks. The mesh configuration provides multiple alternate routes and is constructed without yielding any extra overhead. Alternate routes are utilized only when data packets cannot be delivered through the primary route. As a case study, we applied our algorithm to AODV and measured performance improvements. Simulation results indicated that our technique provides robustness to mobility and enhances protocol performance. We also learned that however, our scheme does not perform well under heavy traffic networks. We are currently investigating ways to make our protocol robust to traffic load. Additionally, we plan to further evaluate our scheme by using more detailed and realistic channel models with fading and obstacles in the simulation. We believe the advantage of providing backup routes will be significant in those environments.
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